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Snow Falling Experiments and Modeling to Simulate Phenomena of  
Snow Dropping from Railway Vehicle

Hiroki TSUJI Yasushi KAMATA Daisuke TAKAHASHI
Meteorological Disaster Prevention Laboratory, Disaster Prevention Technology Division

In order to elucidate the mechanism of snow-falling from railway vehicles in winter, a mathematical 
model was studied to estimate the time taken for snow to fall from a railway vehicle in a warm tunnel. In 
addition, to validate the model which is based on the heat balance of snow accretion, snow falling 
experiments were carried out in a low-temperature room. Then the onset time of snow-falling was compared 
between the model and the results of the experiments. The result showed that it was possible to estimate the 
onset time of snow-falling, by setting an appropriate influence melting height on snow accretion at the 
interface between the metal plate and the snow accretion in the model.

Key words: snow falling experiment, heat balance

1.  Introduction

When railway vehicles run in heavy snowfall areas in winter, 
snow on the track can be blown up and adhere to the bogies and 
other parts of the railway vehicles. The adhesion of snow to railway 
vehicles is called “snow accretion.” Snow accretions dropping from 
running vehicles, due to various causes, can cause flying ballast, 
damage to trackside equipment and blocked turnouts. This contrib-
utes to transport disruptions in winter. In order to reduce snow ac-
cretion on vehicles, railway operators wet the snow by sprinkling 
water on the track and to smooth snow under vehicle bodies (e.g., 
body mount structure), and remove the snow from railway vehicles 
at stations [1]. However, transport disruptions caused by snow ac-
cretion still occur. Therefore, the Railway Technical Research Insti-
tute is conducting research to develop effective and efficient 
countermeasures to snow accretion [2, 3]. One of these is the devel-
opment of a method for estimating the amount of snow accretion 
[4].

Although studies have been carried out on the amount of snow 
accretion, the mechanisms underlying snow falling from railway 
vehicles (hereinafter referred to as “snow dropping”) has not been 
fully elucidated, since it is not easy to directly capture the occur-
rence of snow dropping because the timing and location of snow 
dropping varies. However, the amount of snow accretion may de-
crease due to melting and snow falling off vehicles in warm environ-
ments such as tunnels. Therefore, it is essential to elucidate the 
mechanism of snow dropping to improve the accuracy of estima-
tions of snow accretion.

In this paper, we have devised a simple mathematical model for 
estimating the time taken for snow to fall. This paper also reports the 
results of a comparison between the model and experiments simu-
lating snow dropping.

2.  Modeling of snow dropping

Figure 1 shows a schematic diagram of the temperature and the 
amount of snow accretion on trains running in winter, assuming the 
section between Station A and Station B is in a heavy snowfall area 
and the section between Station B and Station C is in a snow-free 
area. It has been reported that the temperature inside tunnels in cold 
areas is higher than the outside temperature in winter [5]. This 
warming of railway vehicles inside tunnels is thought to facilitate 

snow dropping.
In this paper, we assume that snow dropping is caused by the 

melting of snow accretion at the interface between the snow accre-
tion and the railway vehicle due to the rise in temperature. It is re-
ported that in the case of Shinkansen trains, snow collects mainly on 
the end cover plates of the bogie cavity [4]. Moreover, as the end 
cover plate is mounted vertically, it is thought that the snow accre-
tion on it is also likely to fall. Therefore, we focused on snow accre-
tion on end cover plates in this paper.

In addition to the above, the following assumptions will be 
made in considering the model for snow dropping.
(1) The physical properties of snow are constant and there is no 
evaporation, sublimation and melting of snow accretion from the 
surface.
(2) In general, snow accretion occurs when snow particles adhere to 
other materials or to each other by various forces, but snow accre-
tion is considered to occur only by adfreezing.
(3) Snow dropping may well be caused by pressure fluctuations due 
to the entry of railway vehicles into the tunnel, or by vibration due 
to passing turnouts, but these factors are not considered in this pa-
per.

3.  Simple modeling for snow dropping

In this paper, we construct a model (hereinafter referred to as 
“snow dropping model”) to estimate the time until the snow accre-
tion falls when a railway vehicle enters a tunnel.

A schematic diagram of the snow dropping model is shown in 
Fig. 2. First, the snow accretion and the end cover plate are adhered 
together by adfreezing, and heat is supplied (i.e., increase in sup-

Fig. 1  A schematic diagram of the temperature and the 
amount of snow accretion on trains running from 
station A to station C in winter
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plied amount of heat), which depends on the air temperature, wind 
speed, and area of snow accretion. The increase in the heat supplied 
warms the snow accretion, and the interface between the end cover 
plate and the snow accretion thaws (i.e., the freeze-thaw is dis-
solved), resulting in a decrease in the adhesion force. On the other 
hand, since it is assumed that there is no evaporation, sublimation 
and melting of the snow accretion from the surface, the gravity act-
ing on the snow accretion does not change. Since the adhesion force 
decreases as the thawing of the interface progresses, snow dropping 
is considered to occur at the time (tslide) when the adhesion force is 
less than gravity.

The snow dropping model can be divided into two parts: the 
part that calculates the process of the interface thawing and the part 
that calculates the relationship between adhesion force and gravity. 
The former is called the “thawing heat model” because the thawing 
of the interface is caused by an increase in the amount of heat sup-
plied. The latter is called the “falling model” because snow accre-
tion falls due to a change in the balance of two forces.

3.1  Thawing Heat Model

The thawing heat model calculates the process of the interface 
thawing. The process is calculated by establishing the relationship 
between the amount of heat supplied to the end cover plate and the 
snow accretion (hereinafter referred to as “supplied amount of heat: 
Qs”) and the amount of heat used for the interface thawing (herein-
after referred to as “thawing heat: QT”). Because of the difference in 
thermal conductivity between the snow (~10−1 W/mK, depending on 
density [6]) and the end cover plate (~10 W/mK for common mate-
rials), the temperature rise of the snow itself is considered to be 
small, so all the amount of heat supplied is assumed to be used to 
thaw the interface (1).

 (1)

The amount of heat supplied is the product of the heat supplied 
per unit time (q) and time (t). Based on the difference in thermal 
conductivity described above, it is assumed that the amount of heat 
supplied required to thaw the interface is provided by the running 
wind from the area of the end cover plate without the snow accre-
tion. The heat supplied per unit time to the end cover plate can be 
described by the following equation.

 (2)

where h is the heat transfer coefficient, ∆S is the area without 
snow accretion on the end cover plate, and ∆Te is the temperature 
difference before and after snow dropping from the end cover plate.

The heat transfer coefficient can be described by the following 
equation using a Nusselt number (Nu).

 (3)

where κa is the thermal conductivity of air and Le is the repre-
sentative length of an object perpendicular to the wind, for example, 
the vertical length of the end cover plate.

From (2) and (3), the amount of heat supplied can be described 
by the following equation.

 (4)

For a Nusselt number, different notational formulas were used 
depending on the wind speed. Equation (5) is used when the wind 
speed is 0 m/s, and equation (6) is used at other times [7].

 (5)

 (6)

where Gr is a dimensionless number called a Grashof number, 
and is described by the following equation when the gravitational 
acceleration is ɡ, the volumetric thermal expansion coefficient of air 
is β, the initial temperature of the end cover plate is Te_i, the air tem-
perature is Ta, and the kinematic viscosity of air is ν.

 (7)

where Pr is the Prandtl number, which is 0.71 for air, and Re is 
the Reynolds number, which is described by the following equation 
using the wind speed W.

 (8)

Next, we discuss the amount of heat of thawing. The amount of 
heat of thawing required for the ice at the freezing point to rise in 
temperature and change to water can be described by the following 
equation.

 (9)

where ρi is the density of ice, Vi is the volume of ice melted in 
the interface by time (t), ∆Ti is the temperature rise range of ice, Cv 
is the specific heat of ice, and Qi is the heat of fusion of ice.

To determine the amount of heat of thawing, the volume of ice 
thawed in the interface is necessary, but this is difficult to measure 
directly. Therefore, for simplicity, we assume that the snow accre-
tion which was a mixture of ice and air of identical particle size 
would change to a mixture of ice, water and air as the ice melts and 
changes to water over time (Fig. 3).

In the Y-Z plane, the area of ice adfrozen to the end cover plate 
(hereinafter referred to as “effective adfrozen area: Se”) gradually 
decreases with melting. Therefore, we consider the effective ad-
frozen area as a function of time.

Since the snow accretion is a mixture of ice and air in the initial 
state, using the density of snow accretion (ρs), the proportion of ice 
in the snow accretion (i.e., presence rate α) can be described by the 
following equation.

 (10)

Assuming that the effective adfrozen area is proportional to the 
density of snow accretion, using the area of snow accretion (Si), the 
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Fig. 2 A schematic diagram of snow dropping model
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effective adfrozen area in the initial state can be described by the 
following equation.

 (11)

Since the number of melting ice particles increases as time 
passes, the volume of ice (Vi) melted by time (t) can be described by 
the following equation when the influence range in the X direction 
is the melting height (H).

 (12)

From (9), (11) and (12), the amount of heat of thawing can be 
described by the following equation.

 (13)

3.2  Falling model

The falling model considers the relationship between the adhe-
sion force (Fa) and the gravity (Fɡ). In the initial state, the snow ac-
cretion does not fall because the adhesion force is greater than the 
gravity. Since it is assumed that there is no melting of the snow ac-
cretion from the surface, the gravity is constant and can be ex-
pressed as the product of the mass of the snow accretion (M) and the 
acceleration of gravity (ɡ). On the other hand, since the adhesion 
force is due to adfreezing, it is obtained by the product of the ice 
adhesion strength (σi) and the effective adfrozen area. Assuming that 
the adhesion strength is constant, the adhesion force will decrease as 
the effective adfrozen area decreases. Therefore, the fall of snow 
accretion occurs when the adhesion force and gravity are equal.

 (14)

3.3  Snow dropping model

Combining the thawing amount of heat model and the falling 
model, the snow dropping model is constructed. Suppose that the 
snow accretion falls at time (tslide), the following equation is derived 
from (14).

 (15)

Note that the above equation shows that the effective adfrozen 
area when the snow accretion falls depends on the mass of the snow 
accretion.

Solving equations (1), (4), (13), and (15) for time (tslide) leads to 
(16).

 (16)

Consider the application of the snow dropping model to snow 
dropping. The length and area of the end cover plates are known, 
and the temperature increase at the snow accretion and the end cov-
er plate can be considered as the difference between the temperature 
at the time of snow accretion and the temperature at the time of 
snow dropping (= 0°C). The density, area, and mass of snow accre-
tion have been observed, although the number of observations is 
small. The wind speed at the end cover plate, which is included in 
the Nusselt number, can also be roughly estimated from the airflow 
analysis of railway vehicles. By substituting other physical con-
stants, the only unknown in (16) is the melting height H. Therefore, 
by setting an appropriate value for the melting height, the time at 
which snow dropping occurs can be calculated.

4.  Experiments for snow dropping

Experiments to reproduce snow dropping phenomena (herein-
after referred to as “snow falling experiments”) were carried out to 
investigate the parameters that affect the snow dropping model. The 
snow falling experiments were conducted under the following con-
ditions.
(1) Snow accretion area is constant.
(2) Positive temperature conditions for a long tunnel.
(3) Wind speed corresponding to the wind of moving railway vehi-
cles.

4.1  Methods

(1) Snow sample creation
A frame of a fixed area (“small”: 10,000 mm2, “medium”: 

22,100 mm2, “large”: 50,400 mm2) was placed on a SUS304 metal 
plate (300 mm × 200 mm × 1.5 mm) simulating an end cover plate, 
into which natural snow stored in a low-temperature chamber was 
placed using a sieve. Snow samples were then formed to a height 50 
mm, the frame removed and stored in a cold room at −30°C for 
freezing (Fig. 4).
(2) Snow falling experiments

Snow samples were placed on a trestle at the exit of the blower 
in a low-temperature laboratory set at constant temperatures (5°C, 
10°C, and 15°C) and were subjected to a constant wind speed (0-20 
m/s in 2.5 m/s increments) (Fig. 5). In order that only the surface of 
the end cover plate where snow accretion exists would be exposed 
to wind as in railway vehicles running conditions, insulation was 
applied to the back of the metal plate. The maximum running speed 
of trains in Japan is 320 km/h (~89 m/s), and it is known that the 
ratio of wind speed to running speed is about 0.5 near the middle 
between the lower edge of the railway vehicle and the ground sur-
face [8], and the wind speed at the end cover plate is considered to 
be lower than that of the middle. Therefore, in the snow falling ex-
periments, the wind speed was assumed to be lower than the running 

(0) =

= ( (0) − ( ))

= ( − ( ))( Δ + )

= ⇔ ( ) =

( ) =

=
( − ) ( Δ + )
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=
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Fig. 3 A schematic diagram of melting snow accretion Fig. 4 A schematic diagram of snow sample creation

QR of RTRI, Vol. 65, No. 4, Nov. 2024 213



speed. A time-lapse camera (Brinno, TLC200) was used to capture 
the conditions of the snow sample, and the time from the start of the 
air blast to the start of sliding (hereinafter referred to as “sliding 
time”) was read from the video.

4.2  Results

Figure 6 shows the relationship between wind speed and slid-
ing time for varying air temperatures and snow accretion areas. For 
all conditions of temperatures and snow accretion areas, the sliding 
time tended to shorten as the wind speed increased. At the same 
wind speed, the sliding time tended to shorten as the temperature 
increased and the snow sample area decreased.

5.  Comparison of experimental results with model calculations

In this chapter, we compare the time at which snow dropping 
occurs derived by the snow dropping model (hereinafter referred to 
as “estimated time”) with the results of experiments (sliding time) 
and discuss the validity of the model calculations. Table 1 shows the 
parameters used in (16).

Figure 7 shows a comparison of the sliding time and the esti-
mated time at different temperatures for a “medium” snow sample 
area. The interface of snow sample after the snow falling experi-
ments showed that the snow sample in the range of about 10 mm 
from the interface contained water, so the melting height was set to 
10 mm for the model.

In the snow falling experiments at 10°C and 15°C (wind speeds 
of 2.5 to 20 m/s), the sliding time was plotted on the 1:1 line in 
Fig. 7, so it can be assumed that the estimated time was in agreement 
with the sliding time. In the experiment at 5°C (especially at wind 
speeds of 2.5 to 10 m/s, the area surrounded by blue line in Fig. 7), 
the estimated time is underestimated compared to the sliding time, 
but the correlation between sliding times and estimated times is 
generally good. On the other hand, in the snow falling experiments 
with a wind speed of 0 m/s, the estimated time was greatly overesti-
mated (at the area surrounded by red line in Fig. 7).

Figure 8 shows a comparison of sliding time with estimated 
time in snow falling experiments for different snow accretion areas 
at 10°C temperature. Both axes are graduated on logarithmic scales. 

In the snow falling experiments with a “medium” snow sample area, 
the sliding time and the estimated time are in some agreement, ex-
cept for a 0 m/s wind speed. On the other hand, for all wind speeds, 
the estimated time is underestimated for the “small” snow sample 
areas (especially in the area surrounded by the blue line in Fig. 8) 
and overestimated for the “large” snow sample areas (especially in 
the area surrounded by the red line in Fig. 8). In the snow falling 
experiments with a wind speed of 0 m/s at all snow sample areas, the 
results show a different tendency with other results (especially in the 
area surrounded by the green line in Fig. 8). However, the correla-
tion between the sliding time and the estimated time is generally 
good.

In the experiment with a wind speed of 0 m/s, the discrepancy 
between the sliding time and the estimated time tends to be relative-
ly large, which may be due to the different equations for a Nusselt 
number with respect to wind speed. One of the reasons for the dis-
crepancy between the sliding time and the estimated time with re-
spect to the snow sample area is that the snow sample is assumed not 
to melt in the snow dropping model, but the snow sample melts in 
the snow falling experiments (Fig. 9). As the snow sample melts, the 
snow accretion area decreases and the heat supplied increases, while 
the mass of the snow sample decreases. The increase in heat supply 
shortens the sliding time, while the decrease in the mass of the snow 
sample lengthens the sliding time because the snow accretion is re-
tained even if the adhesion force is small. In snow falling experi-
ments, the former was considered to have a greater effect when the 

Fig. 5 Photo of snow falling experiment

Fig. 6  Relationship between wind speed and sliding 
time
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snow sample area was small, while the latter was considered to have 
a greater effect when the snow sample area was large. The snow 
melting process from the surface needs to be incorporated into the 
snow dropping model in the future.

From the above, it was found that by keeping the melting 
height constant, the correlation between the estimated time and the 
sliding time is generally good, although deviations between the esti-
mated time and the sliding time are observed when the temperature 
is 5°C and the snow sample areas are different. During actual rail-

way vehicle running, it may be possible to calculate the time until 
snow dropping occurs in the tunnel using the snow dropping model 
by setting the appropriate melting height as a function of tempera-
ture.

6.  Conclusions

We constructed a snow dropping model that can estimate snow 

Table 1 Parameters used in this chapter

Fig. 7  A comparison of the sliding time and estimated 
time at different temperatures for a “medium” 
snow sample area

Fig. 8  A comparison of sliding time with estimated time 
in snow falling experiments for different snow 
sample area at 10°C
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dropping time. Although the model uses many assumptions, we 
have confirmed that it can estimate the onset time with some accu-
racy for the results of the snow falling experiments. To improve the 
accuracy of the model, it is necessary to take into account the melt-
ing process of the snow accretion and to investigate appropriate 
values for the melting height.

By applying this model to an actual running of railway vehicle, 
it should be possible to determine how long it takes for snow drop-
ping to occur after a railway vehicle enters a tunnel. Since the run-
ning speed of railway vehicles is generally fixed, it is possible to 
identify the location of snow dropping based on the time when snow 
dropping occurs. If the locations where snow dropping frequently 
occurs can be extracted, it will be possible to study countermeasure 
prioritization.

The above is just one example of a use for the snow dropping 
model. In the future, we would like to contribute to more efficient 

countermeasures against snow accretion and snow dropping.
This paper is a reorganization of Reference [9].
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Operational Risk Assessment Method Based on Wayside and Vehicle Condition Information  
for Autonomous Train Operation

Yuki OTA  Akihiro GION
Train Control Systems Laboratory, Signalling and Operation Systems Technology Division

Sho NISHIMOTO Yuki SAKURAI
Train Control Systems Laboratory, Signalling and Operation Systems Technology Division

We are developing an autonomous train operation system that allows trains to operate automatically 
while controlling wayside equipment based on the condition of the vehicle and wayside equipment. 
Autonomous train operation not only controls the acceleration and deceleration of trains, achieved through 
automatic operation, but also automatically makes operational decisions on board. We have developed the 
railway dynamic map as an information infrastructure for collecting and sharing onboard and wayside 
condition information needed for operational decision making and for risk assessment. This paper provides 
an overview of condition information management and risk assessment using the railway dynamic map. 

Key words: autonomous train operation, operation risk assessment, dynamic map, information sharing

1. Introduction

Automatic Train Operation (ATO) has already been in practical 
use in subways and AGT (Automated Guideway Transit). ATO has 
been attracting attention with its purpose of improving efficiency 
and cost reduction of railway operations. In recent years, studies and 
demonstration tests of ATO in Japan [1], [2] have been conducted 
with the goal of achieving driverless operation on general railway 
lines.

As an evolution of ATO, we are researching an autonomous 
train operation system [3] to realize safer and more flexible train 
operation with as few ground facilities as possible. This autono-
mous train operation aims to systematize the handling of informa-
tion, and to operate trains autonomously while the trains themselves 
control the wayside facilities based on the status information col-
lected on board. The difference between autonomous operation and 
conventional ATO is that in addition to train acceleration/decelera-
tion control realized in ATO, operation decisions, which were con-
ventionally handled by command staff and ground equipment, are 
performed automatically onboard the train in autonomous opera-
tion. To realize such a system, it is necessary to develop a method 
for integrating various types of status information on the vehicle, 
and a method for sharing information between ground and vehicle 
or vehicles.

In this research, we studied a method for collecting and manag-
ing condition information and a risk assessment method based on 
condition information as elemental technologies to realize onboard 
operational decisions.

2. Outline and challenges of autonomous train operation

2.1 Outline of autonomous train operation

2.1.1 Current ATO

The level of automation of ATO systems is classified into GOA 
(Grade Of Automation) 0 to 4, as shown in Table 1 [4], [5], where 
the higher the number, the higher the level of automation. For exam-
ple, in the ATO in practical use on subways in Japan, a driver is on 

board to operate the system, which corresponds to GOA2. The more 
advanced GOA3 and GOA4 systems are used on elevated or under-
ground tracks, where platform doors are installed, preventing pas-
senger and object access to the tracks. In these systems, acceleration 
and deceleration of trains are adjusted so that they run according to 
speed patterns created in advance in accordance with the speed lim-
it at each location and the running time between stations. In recent 
years, the identification of technical issues and requirements for 
implementing automatic operation equivalent to a level higher than 
the system with an attendant at the front of the train (referred to as 
GOA2.5) in general line sections where there are level crossings, 
etc., have been studied [6].

2.1.2 Autonomous train operation

In autonomous train operation, driverless operation, which 
corresponds to GOA3 or higher, is further advanced to automatical-
ly make appropriate operation decisions based on various status in-
formation, in addition to conventional acceleration/deceleration 
control. Figure 1 illustrates how we realize the autonomous train 
operation system that we are developing.

As shown in Fig. 1, each train registers conditions inside and 
along the tracks, controls running speed and directly controls 
ground equipment, such as level crossings, from onboard. The fol-
lowing five research and development elements are required to real-
ize an autonomous driving system:

1) Detection of abnormalities on and along railway tracks using 

Table 1  Classification of automatic train operation ac-
cording to IEC 62267 (JIS E 3802) [4], [5]
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images and radar.
2) An algorithm that judges whether trains can be operated by 

integration of both information on the status of trains on and along 
the railway tracks and information on status of vehicles.

3) Autonomous control of wayside equipment from the train 
using wireless radio technology.

4) A wide-area operation management algorithm for prevention 
of delay propagation and early delay recovery, energy saving, etc.

5) Real-time inter-train communication that considers cyber 
security.

The establishment of these technologies would lead to realizing 
a low-cost automated driving system for general railway lines and 
highly automated driving with less wayside equipment.

2.2 Challenges of autonomous train operation

In particular, the realization of the operation decision algorithm 
shown in 2), described in 2.1.2, requires an on-board method for 
integrating various pieces of status information and a method for 
determining the range within which trains can be safely operated.

In current railway operations, a dispatcher in an Operation 
Control Center (OCC) makes operational decisions and restrictions 
based on information detected by wayside equipment, and crews 
operate trains according to the operating regulations instructed by 
the dispatcher. In addition, if the crew or the system notices an ab-

normality on the track or in the condition of the train, a decision is 
made to stop the train to ensure safety. Figure 2 shows the flow of 
information related to the operational decisions. On the ground side, 
the OCC consolidates information from various monitoring sys-
tems, disaster prevention information systems, etc. to make opera-
tional decisions, and if operational restrictions are necessary, the 
OCC informs the crew through the dispatcher of operational restric-
tions and temporary speed limits. In addition, a method that does not 
involve the OCC is to monitor and issue alarms using on-site devic-
es such as obstacle detectors at level crossing and rockfall detectors.

To realize autonomous train operation, it is required not only to 
confirm the safety of the train's own recognition range, but also to 
correctly recognize the situation outside of the train's visual range 
for appropriate control. However, the information that can be trans-
mitted and received between the wayside and the trains is currently 
limited to instructions or an overview of the situation, so that most 
of the information acquired or aggregated by the OCC or train is not 
utilized by the other equipment.

Therefore, to realize an autonomous operational system, in ad-
dition to a method for acquiring such status information, it is neces-
sary to have a method for evaluating the risk of hazards in order to 
make operational decisions by aggregating and sharing a large 
amount of information.

3. Information management method

3.1 Information necessary to make operational decisions

The information required for operational decisions is largely 
derived from onboard, wayside, and construction and other planning 
information. This information is provided by facilities managed by 
railway operators and by public agencies. Examples of relevant in-
formation and each characteristic of the information are summa-
rized in Table 2.

The operational risk to train operations may arise when ob-
structions on or near the tracks make it unsafe for the train to pass 
through or remain at a point, and when the condition of the train cars 
makes it impossible for the train to continue running. Therefore, the 
information shown in Table 2 which shows characteristics of status 
information should be used to evaluate operational risks.

The information can be handled in the following ways. First, 
the information that can be detected by wayside equipment should 

Fig. 1 Vision of autonomous train operation

Fig. 2 Current operational decision
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be used to define the target area in advance according to the location 
of the equipment and treated as a risk occurrence when an abnor-
mality occurs. On the other hand, the information detected on board, 
such as disturbances on the tracks or wayside, should be set as occa-
sional risk information. The vehicle status information that can be 
detected on board the vehicle is used to control the train by overrid-
ing decisions based on other status information as to whether the 
train can continue running from its current location. Information 
from planning could be used to assess risk of the scope of work, 
apply mitigations and also change the status as work progresses.

3.2 Elements of information integration

There are various types of status information required for risk 
assessment in autonomous driving, as indicated in Section 3.1. Each 
of these types of information has different temporal characteristics 
of information change, ranging from those that change from mo-
ment to moment to those that remain unchanged over a long period 
of time. As a method for centrally handling information with such 
different temporal characteristics, the dynamic map is being studied 
in the automotive field [7]. A conceptual diagram is shown in Fig. 3. 
The dynamic map is classified into four levels according to the tem-
poral characteristics of information change: dynamic, semi-dynam-
ic, semi-static and static. For example, information on obstacles in 
front, which may change suddenly, is classified as dynamic informa-
tion, while lane information which does not change over a long pe-
riod unless there is large-scale construction, is classified as static 
information. Based on the information allocated to these four layers, 
dynamic maps for vehicles are used to avoid hazards during auto-
matic driving and to avoid traffic congestion. This information is 
displayed on the dynamic map with latitude and longitude coordi-

nates.
Such a concept can also be used for autonomous railway oper-

ation. One point that differs from automobiles is that there are two 
types of position of the status information to be displayed: one is 
according to latitude and longitude coordinates and the other is ac-
cording to the position on the railway track (e.g., distance from the 
starting point). Therefore, we developed a system that has a railway 
track map side in addition to the map side, and devised a method to 
integrate and utilize the information developed on the two sides. 
This is referred to as the railway dynamic map[8] and an overview 
is shown in Fig. 4.

Since the railway dynamic map has two surfaces, a map surface 
and a railway track drawing, it not only allows status information to 
be integrated and managed centrally, but also allows information to 
be provided according to the way it is used. When used for autono-
mous operation control, the information developed on the railway 
track diagram is effective because the risk assessment is based on 
the train's position on the track. On the other hand, from the point of 
view of providing information to the dispatcher and other human 
systems, it is also possible to display the information developed on 
the map to support decision-making according to the current situa-
tion.

3.3 Risk assessment method using the railway dynamic map

The railway dynamic map is a database that integrates and 
manages dynamic information from trains and various monitoring 
systems. Therefore, it can be regarded as a system that aggregates 
sensing data in the railway. 

Each train, disaster prevention system, facility monitoring sys-
tem, or facility along the line, respectively, converts the information 
which it acquires or detects into the format of the railway dynamic 
map and distributes it to other trains. To ensure that there is no omis-

Table 2 Characteristics of status information

Fig. 3 Overview of dynamic map

Fig. 4 Overview of railway dynamic map
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sion of information to be referred to when using the distributed in-
formation, a list of information on trains in motion, existing facili-
ties, and the source of disaster prevention information, respectively, 
are managed for each line segment (Fig. 5(a)).

By acquiring information from each source using this list of 
information sources, trains can register the situation in areas that 
they cannot directly recognize. Furthermore, this acquired informa-
tion is superimposed on the information directly recognized by the 
train and used for decision making (Fig. 5(b)). For example, in the 
event of heavy rainfall, the possibility of slope collapse is recog-
nized through hazard maps and weather information. In addition, 
information from the ground monitoring system, forward monitor-
ing information from other trains, and information on actual passing 
results are combined to estimate whether or not the section is pass-
able. By combining this condition information with the forward 
monitoring information provided by the train itself, a comprehen-
sive judgment of operational risk can be made. On the ground side, 
the same facility management and status monitoring can be per-
formed as before by acquiring the information distributed by each 
device.

The basic unit of information distribution is a decentralized 
configuration in which information is distributed to each device in-
dividually. In addition to a decentralized configuration, an interme-
diate device can also consolidate and redistribute some of the infor-
mation or integrate them. 

Based on the status information aggregated on the railway dy-
namic map of each train, the current position of the train, and the 
route of the train, the railway dynamic map is analyzed to see if 
there is any status information that affects the train's own running.

4. Implementation of railway dynamic map

4.1 Example of railway dynamic map

Based on these studies, maps and track map data were prepared 
for the in-house test tracks of the Railway Technical Research Insti-
tute. Then, the railway dynamic maps shown in Fig. 6 were created 
and the railway dynamic map simulator was developed to enable the 
placement of simulated trains. The underlying map information is 
based on map data provided by the Geospatial Information Authori-
ty of Japan (GSI) [9], overlaid with separately prepared track and 
other data.

In this simulator, wayside equipment failures, operating restric-
tions and obstructions can be set. When these are set, the informa-
tion detected by each train is updated to detect operational restric-
tions that exist within a certain distance from the train.

Figure 7 shows examples of the information recognized by 
Train 1 and Train 2 in Fig. 6 when the hazard information shown in 
Fig. 6 is obtained. Train 1 has hazard information that affects its 
operation on the route, so that this information is shown in red in 
Fig. 7 and the train symbol in Fig. 6 is also red. Although Train 2 
also recognizes this hazard information, because it is not on the 
route, the color of the status information in Fig. 7 does not change 
and the train symbol in Fig. 6 also remains light blue. Thus, it is 
possible to evaluate the impact on each train by combining the state 
information developed on the railway dynamic map and the route of 
the train.

Fig. 5 Information sharing and streaming method of railway dynamic map
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4.2  Application of the railway dynamic map to current opera-
tion

The railway dynamic map can also be applied to support the 
dispatcher and crews in operational decision-making in current op-
erations. When a certain transport disruption occurs, the dispatcher 
currently collects information from various monitoring systems, and 
displays it on a whiteboard in the OCC to visualize. This creates a 
significant burden on the dispatcher. Using the railway dynamic 
map, it is possible to collect information on a single screen in a cen-
tralized operation, allowing the dispatcher to focus on operational 
decisions and to efficiently organize operations in the event of an 
abnormality (Fig. 8). In addition, by installing display units on trains 
and at stations, it is possible to facilitate the sharing of information 
between the dispatcher, crews and station staffs, and more accurate 
passenger guidance can also be achieved.

5. Conclusions

The authors studied automatic on-board operational decisions 
which is one of challenges of realizing autonomous train operation. 

In this study, information about vehicle and wayside equipment 
condition, necessary for operational decisions, was used, and the 
railway dynamic map was developed as an information infrastruc-
ture to manage information about the state of operations.

Using the proposed railway dynamic map, it is possible to iden-
tify abnormal conditions affecting the train based on the position 
and planned route of each train, and to make appropriate operational 
decisions depending on operational conditions. It has also been 
shown that it is possible to provide this information to command 
staff and crew members to support them in making decisions in the 
context of current railway operations.

In the future, we will develop a train control interface for using 
this railway dynamic map and investigate methods for realizing 
more complex operational decisions.
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Effect of Structural Details of Beam-to-column Joint in RC Viaducts on Capacity
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RC beam-to-column joints in railway viaducts are designed to satisfy structural details. However, when 
overcrowded reinforcement arrangement measures are implemented at joints or high strength rebars are 
applied to members, a relationship between details of reinforcement arrangement and capacity of joint is 
required. In this study, we carried out cyclic loading tests and 3D FEM analyses to clarify this relationship. 
The results show that as the inside radius of the bend of longitudinal rebars decreases, the capacity of a joint 
decreases due to the reduction of compressive strut width, and that the ties in the joint have little effect on 
the capacity, although it increases the deformation performance. 

Key words: beam-to-column joint, RC viaduct, capacity, nonlinear finite element analysis, structural details

1. Introduction

The beam-to-column joint of reinforced concrete (RC) viaducts 
does not require specific verification by complying with structural 
details such as the details of reinforcement arrangement and 
haunches shown in Fig. 1 [1, 2]. Such structural details have the 
advantage of simplifying the verification.

Structural details relating to joints have long been specified in 
design standards. One of the structural details of joints is that the 
number of ties in a joint must be the same as the ties in the plastic 
hinge of the columns [1]. The increase in seismic forces that must be 
considered in seismic design leads to increasing the number of ties 
in the plastic hinge of columns, so that the number of ties in the 
joints also increases. As a result, the reinforcement of joints has to 
be overcrowded. To address this issue, it is important to clarify the 
relationship between the ties in the joint and the capacity, etc.

In past earthquakes, damage has occurred at the joints between 
columns and middle beams whose dimensions are relatively small 
[3]. High-strength rebars such as SD490 and SD685 have been in-
creasingly used for longitudinal reinforcement in recent years. 
However, since the dimensions of columns and beams become 
smaller due to the use of high-strength rebar, the joints also become 
smaller. In this case, since the capacity of the joint is expected to be 
relatively smaller than that of the members, a method of evaluating 
the capacity of the joint is required.

In this study, we aimed to clarify the effect of the ties in the 
joint and the inside radius of bends in the longitudinal rebars along 
the outside of the corner on the capacity. Specifically, we used ex-
periments and nonlinear finite element analyses to understand the 
load-bearing mechanism of beam-to-column joints. Based on these 
results, we also verified the validity of the structural details of the 
joint. 

2. Experimental evaluation of damage and capacity of joints

2.1 Experimental outline

Figure 2 and Table 1 show an outline of specimens. The speci-
mens were reduced down by approximately 50% from the L-shaped 
joints used in typical railway viaducts. Both the horizontal and ver-

tical members had a square cross section with a cross-sectional 
width of 500 mm and a cross-sectional height of 500 mm. The 
length from the support or loading point to the base of the member 
was 1,800 mm for both vertical and horizontal members. Both the 
vertical and horizontal members were supported by a pin structure. 
The material test results are shown in Table 1. SD490 was used for 
the longitudinal rebars so that the joint would fail first.

Four test specimens were prepared, with or without ties in the 
joint and with the different inside radius of bend r of the longitudinal 
rebars along the outside of the corner. No. 1 and No. 3 had ties 
placed in the joints (tie ratio pw = Aw/(bw･ss) = 0.57%, Aw: total area 
of ties in section ss, bw: web width of the horizontal member, ss: 
spacing of ties), while No. 2 and No. 4 did not have ties placed in the 
joints. The inside radius of the bend r was set to 10ϕ (ϕ: diameter of 
longitudinal rebars) as specified in the design standard for No. 1 and 
No. 2, and r = 3ϕ for No. 3 and No. 4. Semicircular hooks were used 
to fasten the inner longitudinal rebars, with the inside radius of bend 
r of 3.5ϕ.

The loading was carried out using the L-shaped frame shown in 
Fig. 2. A vertical jack was used to control the vertical displacement 
at the loading point to zero, while alternating positive and negative 
loads was applied in the horizontal direction. The side where the 
joint opens was subjected to positive loading, and the side where the 

Fig. 1 Examples of structural details for joints [2]

QR of RTRI, Vol. 65, No. 4, Nov. 2024 223

PAPER



joint closes was subjected to negative loading. The loading was re-
peated once when diagonal cracks appeared in the joint. After that, 
the displacements at which the longitudinal rebars of No. 1 yielded 
under positive and negative loading were set to +1δy (39.5 mm) and 
−1δy (−38.5 mm), respectively, and the loading was repeated three 
times at integer multiples of ±1δy. In addition, No. 2 to No. 4 also 
used the same ±1δy as No. 1.

2.2 Experimental result

Figure 3 shows the relationship between horizontal load and 
horizontal displacement, and Fig. 4 shows the damage to the joints. 
Under positive loading, as the load increased, cracks initiated at the 
corners and propagated along the longitudinal rebars in the joint. 
Then, diagonal cracks occurred in the joint. Under negative loading, 
after the bending cracks occurred, diagonal cracks occurred in the 
joint. The order of crack initiation was similar for all specimens. The 
horizontal load and the location at which the main diagonal cracks 
occurred were roughly the same for all specimens. Figure 5 shows 
the displacement measured by a π gauge across the main diagonal 
cracks ① and ② shown in Fig. 4. Although the measured displace-
ment includes microcracks and elastic displacement of the concrete 
around the main diagonal crack, it is thought that the width of the 
main diagonal crack accounts for most of the displacement. The re-
sults are also shown for the range up to 2δy, for which measurements 
were possible. Even with the ties in place, there was no significant 
difference in the measured displacement of diagonal cracks ① and 
②, indicating little restraint by the ties. 

The longitudinal rebars in No. 1 yielded under positive loading 
and negative loading: No. 2 under negative loading, and No. 3 under 
positive loading. In other cases, the longitudinal rebars did not yield, 
and load reduction occurred due to the opening of diagonal cracks in 
the joints, etc. In No. 1 and No. 3 where ties were placed in the 
joints, the ties near the diagonal cracks yielded before the maximum 
horizontal load Pmax was reached. As can be seen from Fig. 3, r does 
not have a significant effect on Pmax under positive loading, but Pmax 
decreased as r became smaller under negative loading. As shown in 

Fig. 5, the presence or absence of ties in the joints does not have 
much effect on Pmax because the restraint by the ties is small up to 
Pmax. This fact results in improving deformation performance.

3.  Effect of details of reinforcement arrangement on load-bear-
ing mechanism and capacity

3.1 Analysis outline

Nonlinear finite element analysis is used to examine the effects 
of the load-bearing mechanism and details of reinforcement ar-
rangement of the joints on capacity. Figure 6 shows the analysis 
model. The analysis was performed using the general-purpose finite 
element analysis code, DIANA ver. 10.2, to create a three-dimen-
sional model. The concrete was treated as solid elements, and the 
rebar as embedded rebar elements where only the stiffness in the 
axial direction were considered. The curve of the bent anchor point 
of the longitudinal rebars was reproduced by dividing the elements 

Fig. 2 Specimen and loading outline

Table 1 Outline of specimens
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into approximately 10 mm intervals. In order to reproduce the pin 
support used in the experiment, the center of rotation of the pin 
support and the solid elements of the supports of the horizontal and 
vertical members were connected by rigid beam elements. For con-
crete, a parabolic model was used on the compression side, and the 
Hordijk model [4] was used on the tension side. The fracture energy 
of concrete was calculated based on the design standard [1] and the 
formula proposed by Nakamura et al. [5]. The cracks were treated as 
fixed cracks, and the Al-Mahaidi model [6] was applied to the trans-
mission of shear force at the crack surfaces. The rebars were of bi-
linear type, and the stiffness after yielding was set to 1/100 of the 
initial stiffness. In order to take into account the effect of a small 
cover thickness, the bond model between the rebars and concrete 

was based on the bond stress-slip relationship proposed by Shima et 
al. [7], in which the bond stress was reduced to 40%. In the analysis, 
monotonic loading was performed in one direction on both the pos-
itive side (opening side) and the negative side (closing side).

3.2 Reproducing experimental results

Figure 3 also shows the relationship between horizontal load 
and horizontal displacement obtained from the analysis. Although 
the analysis tends to overestimate the stiffness up to Pmax, it general-
ly reproduces the experimental results. In addition, the figure also 
shows the analysis results in which the stress-strain relationship of 
the longitudinal rebars is linear. In the loading direction in which the 
longitudinal rebars at the base of the horizontal and vertical mem-

Fig. 3 Relationship between horizontal load and horizontal displacement

Fig. 4 Damage to the joint (just before concrete spalling occurs)

Fig. 5 Measuring displacement with a π gauge

Fig. 6 Analysis model
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bers yield, Pmax increases by linearizing the stress-strain relationship 
of the longitudinal rebars because it is affected by yielding.

Figure 7 shows the distribution of maximum principal strain at 
Pmax for No. 1 and No. 2 (r =10ϕ). The analysis was also able to re-
produce the flexural cracks and the main diagonal cracks that oc-
curred in the joints observed in the experiment. It has been separate-
ly confirmed that the analysis was able to generally reproduce the 
strain distribution in the longitudinal rebars and the ties in the joints 
in the experiment [8].

It was shown that the damage characteristics and capacity of 
the joints could be reproduced by nonlinear finite element analysis. 
In the following, we will use nonlinear finite element analysis to 
examine the effects of details of reinforcement arrangement on the 
load-bearing mechanism and capacity.

3.3 Effect of ties in joints

Here, in order to verify the capacity of the joint, the stress-
strain relationship of the longitudinal rebars was assumed to be lin-
ear so that the horizontal and vertical members would not yield. 
Table 2 shows the analysis parameters. The analysis was also per-
formed for the cases where pw=0.29%, r=5, 7ϕ, and the ratio of the 
joint height H to width B (H/B) =1.6 as shown in Fig. 2, as well as 
for T-shaped [9] and cross-shaped joints. The T-shaped and cross-
shaped joints are reproduced using the same cross sections and 
lengths of members as the L-shaped joints. In addition, in order to 
examine the effects of the ties alone, the compressive strength of the 
concrete was set to 27 N/mm2, the tensile strength to 2.6 N/mm2, the 
Young’s modulus to 25.9 kN/mm2, the yield strength of the ties to 
345 N/mm2, and the Young’s modulus of the rebars to 200 N/mm2. 

Figure 8 shows the effect of pw on Pmax. The negative loading of 
r =7 and 10ϕ at H/B =1.6 for the L-shaped joint are not shown in the 
figure because the member occurred flexural compression failure. 
When H/B =1.6 for the L-type, Pmax tends to increase slightly as pw 
increases. The ratio of Pmax at pw =0.29 or 0.57% to Pmax at pw =0% 
was 1.03 on average at H/B =1.0 and 1.11 on average at H/B =1.6.

Figures 9 and 10 show the minimum principal stress distribution. 
Under positive loading, the compression struts were formed to con-

Fig. 8 Effect of ties in joints (Analysis)

Table 2 Analysis parameters

Fig. 7 Maximum principal strain distribution (r=10φ)
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nect the flexural compression edges of the horizontal and vertical 
members. On the other hand, under negative loading, the compression 
struts were formed to connect the flexural compression edges of the 
horizontal and vertical members with the inside radius of bend. When 
H/B =1.0, no difference is observed in the shape of the compressed 
strut even if pw increases. However, when H/B =1.6, the width of the 
compression strut increased slightly with increasing pw.

Figure 11 shows the history of the maximum value of the maxi-
mum principal strain of concrete, focusing on the element where the 
main diagonal crack in the joint shown in Fig. 7 occurred. The hori-
zontal load under negative loading in Fig. 11 is shown as an absolute 
value (positive). When pw increases, the maximum principal strain 
tends to be suppressed at positive loading, but no significant differ-
ence was observed in the maximum principal strain during negative 
loading.

3.4 Effect of the inside radius of bend

Figure 12 shows the effect of r on Pmax. The analysis conditions 

are the same as those in Section 3.3. Pmax under positive loading was 
hardly affected by r, but Pmax under negative loading decreased as r 
became smaller. 

Figures 13 and 14 show the minimum principal stress distribu-
tion. Under positive loading, no difference was observed in the 
compression struts even if r changed. On the other hand, under 
negative loading, the smaller the value of r, the smaller the width of 
the compression strut. This is because the load-bearing mechanism 
under positive loading is such that the compression struts are formed 
to connect the flexural compression edges of the vertical and hori-
zontal members, so r does not directly contribute to the compression 
struts and does not affect Pmax. 

Under negative loading, compression struts are formed to con-
nect the flexural compression edges of the vertical and horizontal 
members with the inside radius of bend, so that the inside radius of 
bend acts as a reaction force for the compression struts. Therefore, it 
is thought that the width of the compression struts depends on r and 
has a significant effect on Pmax.

Fig. 9 Minimum principal stress distribution (r=10φ, positive loading, Pmax)

Fig. 10 Minimum principal stress distribution (r=10φ, negative loading, Pmax)

Fig. 11 History of maximum principal strain
Fig. 12  Effect of inside radius of bend r (Analysis, H/

B=1.0)
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4. Structural details of joints

4.1 Ties in joints

Structural details, such as the requirement that the number of 
ties in joints should be the same as that in the plastic hinge of the 
columns [1], were introduced in Design Standards for Railway 
Structures and Commentary (Concrete Structures) enacted in 1992, 
and were set based on experimental studies [10] and the number of 
rebars required at the time. Because joints are difficult to repair, it is 
common to first induce damage to adjacent members such as col-
umns and beams to prevent major damage to the joints. In this type 
of design concept, it is necessary to ensure a specified capacity and 
stiffness without allowing deformation beyond the capacity of the 
joint. However, considering that the ties in the joints did not have a 
significant effect on Pmax and that the number of ties in the joints in 
the study where structural details were set [10], there is a possibility 
that excessive ties were placed.

Therefore, it is proposed that the number of ties in the joints 
should be equal to or greater than the number of shear reinforcement 
bars in the columns required against shear force. This is based on the 
fact that in many cases the shear reinforcement ratio of the columns 

is about 1/2 to 2/3 of the tie ratio placed in the plastic hinges, in 
which case the number of ties in the joint will be about the same as 
that assumed at the time of setting. It is also based on the fact that 
the greater the flexural capacity and shear capacity required of the 
columns, the greater the number of shear reinforcement bars in the 
columns will be, and that this number is correlated with the 
cross-sectional force introduced from the columns to the joints. 
However, the ties at the joints act as additional reinforcement and 
also contribute to the anchoring of longitudinal rebars in the col-
umns and beams. Furthermore, the Building Code [11] indicates that 
the ties in joints contribute to maintaining the stiffness of the joints 
and that the concrete needs to be restrained to retain axial force. 
Based on this, it is considered advisable to place ties with a shear 
reinforcement ratio of 0.3% or more of the column in joints.

4.2  Inside radius of bend of the longitudinal rebars along the 
outer side of the corner

The design standard requires that the inside radius of a bend r 
of longitudinal rebars along the outer side of the corner should be 
10ϕ or more. Here we verify the validity of r. Figure 15 shows the 
distribution of the averaged normalized accumulated strain energy 
‾Wn [12]. ‾Wn is an index that represents compressive damage to con-
crete, and when it reaches 1500 μ to 2000 μ, it means that the con-
crete will suffer compression failure. In addition, the figure shows 
the results for H/B=1.6, taking into account the ratio of typical 
cross-sectional dimensions of columns and beams. In the case of r 
=10ϕ, the results indicated that the horizontal members were likely 
to have suffered flexural compression failure, but the compressive 
damage at the inside radius of the bend was small. On the other 
hand, when r=3ϕ, compressive damage at the inside radius of the 
bend was predominant. As r was reduced from 10ϕ, compressive 
damage at the inside radius of the bend gradually became more pre-
dominant, but by keeping r at around 10ϕ or more as in the past, it 
was possible to suppress bearing failure at the inside radius of the 
bend.

Fig. 13 Minimum principal stress distribution (pw=0.29%, H/B=1.0, positive loading, Pmax)

Fig. 14 Minimum principal stress distribution (pw=0.29%, H/B=1.0, negative loading, Pmax)

Fig. 15  Distribution of the average normalized accumu-
lated strain energy
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In this paper, the effects of the load-bearing mechanism and 
details of reinforcement arrangement of the joint on Pmax were clari-
fied. If details of reinforcement arrangement of joints assumed when 
setting the structural details or the size of the joints are significantly 
different from those in the past by using high-strength longitudinal 
rebars, it is advisable to verify them using nonlinear finite element 
analysis and material damage index [12].

5. Conclusions

(1)  It was found that the ties in the joint contribute to improving the 
deformation performance of the joint but have no significant ef-
fect on the capacity.

(2)  It was found that the inside radius of bends in the outer longitu-
dinal rebars has little effect on the capacity of the joint in the 
opening direction of the joint, but a smaller inside radius of 
bends reduces the capacity of the joint in the closing direction.

(3)  It was found that the load-bearing mechanism is such that the 
compression struts connect the flexural compression edges of 
the horizontal and vertical members in the opening direction of 
the joint and connect the flexural compression edges of the hori-
zontal and vertical members with the inside radius of bends in 
the closing direction. It was also clarified that the inside radius of 
a bend has a large effect on the width of the compression struts 
in the closing direction.

(4)  The structural details of the joints were examined. It was pro-
posed that the number of ties in joints should be equal to or 
greater than the number of shear reinforcement bars in the col-
umns. This would reduce the number of ties compared to con-
ventional methods, and prevent over-dense reinforcement. It was 
also confirmed that bearing failure at the inside radius of a bend 
could be suppressed by keeping the inside radius of a bend of the 
longitudinal rebars along the outer side of the corner at 10ϕ or 
more as in conventional methods.
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Nighttime Rail Temperature Prediction Method in Consideration of Radiant Heat from  
Surrounding Geographical Features

Fumihiro URAKAWA Tsutomu WATANABE
Track Dynamics Laboratory, Railway Dynamics Division

This study proposed a new method capable of predicting the rail temperature distribution in nighttime 
at intervals of about 1 m by modeling the radiant heat of rail in detail using digital surface model (DSM) and 
meteorological data. To verify its prediction accuracy, the distribution of rail temperature and radiant heat 
were measured on a real track. As a result, the minimum rail temperature was about 2°C higher at the 
measurement points near buildings compared with that at other points due to strong radiant heat. We also 
confirmed that the proposed method can accurately reproduce the actual rail temperature distribution in 
nighttime.

Key words: rail temperature prediction, track buckling, heat balance, GIS

1. Introduction

While long rails have many advantages such as improved run-
ning safety, reduced noise and vibration, and improved ride comfort, 
they also lose the ability to absorb rail expansion and contraction at 
joints. Therefore, when the rail temperature rises in summer, the risk 
of track buckling, where the rail track overhangs in the horizontal 
direction, increases due to the compressive rail axial force. On the 
other hand, tensile rail axial forces due to lower rail temperatures in 
winter cause rail breakage and increased rail gaps in the event of rail 
breakage. Both are significant events that can lead to derailment 
accidents. However, with growing concerns about rising railroad 
temperatures due to global warming, ensuring safety against track 
buckling and developing labor-saving management measures in a 
society with a declining population, have both become urgent is-
sues. For continuous welded rail sections, the rail axial force in 
compression at rail temperature TR is calculated from (1).

 (1)
where E, A, and β are the Young’s modulus, cross-sectional area, and 
linear expansion coefficient of rails; T0: fastening-down temperature 
(the temperature measured when rails are installed [1, 2]); and ΔP: 
additional axial force caused by rail creeping (movement in the 
longitudinal direction) and work at low temperatures [1].

In Japan, before the summer season, when the rail temperature 
is high, the degree of safety against buckling is determined by 
checking the maximum axial force generated which is determined 
by substituting the expected maximum rail temperature during the 
summer season into TR in (1) against the buckling capacity calculat-
ed from the track stiffness and geometry. Depending on the results 
of the evaluation, the following measures are taken: addition of 
crushed stone to the ballast layer and track ballast trimming, re-
stressing of continuous welded rail (adjusting rail creep to an appro-
priate value), and special track patrols in summer. Special track pa-
trols are carried out to visually check the condition of the track when 
the rail temperature exceeds the control value (around 50°C). Under 
the recent thermal environment, special summer patrols are required 
almost every sunny day during the summer, which is labor inten-
sive. As is clear from (1), a high fastening-down temperature, T0, 
reduces the rail axial force at high temperatures, but increases the 
tensile rail axial force at low temperatures. Therefore, the upper 
limit of the fastening-down temperature, T0, is determined from the 
expected minimum rail temperature in winter, and T0 is generally set 
at 25°C to 30°C in consideration of the risks mentioned at the begin-

ning of this paper.
It is therefore important to predict rail temperature not only at 

high temperatures but also at low temperatures to prevent track 
buckling. While several detailed prediction methods have been pro-
posed for the former [3-6], simple predictions based on air tempera-
ture have been used for the latter. It is easy to expect that the mini-
mum rail temperature will vary greatly depending on climatic 
conditions in different regions and at different elevations. It has also 
been reported that nighttime rail temperatures vary due to radiant 
heat from trees and other features [7]. In practice, it is difficult to 
determine the changes in rail temperature associated with the above 
factors, so the expected minimum rail temperature is currently set 
uniformly on a line-by-line basis. By quantitatively predicting the 
distribution of rail temperature in the longitudinal direction of the 
track, taking into account the above factors, and optimizing the fas-
tening-down temperature and joint gap according to the predicted 
minimum rail temperature, we believe that safety against track 
buckling and labor-saving management can be achieved simultane-
ously.

The highest rail temperatures are recorded during the daytime 
in summer and the lowest during the nighttime in winter. In the field 
of road temperature control, the temperature of the road surface is 
predicted by calculating the heat absorbed by solar radiation (short 
wave radiation from the sun) and long wave radiation (hereinafter 
referred to as “radiant heat”) from the atmosphere and surrounding 
geographical features (the ground, buildings, trees, etc.), consider-
ing their relative angle to the road surface. In reference [3], we have 
developed a method for predicting rail temperature by applying the 
evaluation method of solar radiation in previous studies [8] to a rail 
heat balance model and by analyzing heat transfer in the longitudi-
nal direction of the rail. In the rail temperature prediction model in 
reference [3], the rail temperature during the daytime, when solar 
radiation is dominant, was accurately reproduced in the analysis by 
modeling solar radiation and the three-dimensional shape of the rail 
that receives solar radiation. On the other hand, for nighttime, when 
radiant heat dominates, the analyzed rail temperature was lower 
than the actual value because the radiant heat from surrounding ob-
jects was simply modeled as described below. In this paper, we de-
velop a mathematical model to predict rail temperature by precisely 
calculating the radiant heat irradiated to the rail from elevation data 
including the height of surrounding objects (“DSM; Digital Surface 
Model”) and the temperature of surrounding objects. Furthermore, 
rail temperature and radiant heat were measured on a real track and 

R = ( R − 0) + Δ
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compared with the analytical results to verify the validity and accu-
racy of the proposed method. The model developed in Reference [3] 
is referred to as the “daytime rail temperature prediction model” and 
the model developed in this paper is referred to as the “nighttime rail 
temperature prediction model.

2.  Nighttime rail temperature prediction model

2.1  Definition of coordinate system

In this chapter, the time is t, the position in the longitudinal di-
rection of the rail is l, and the circumferential position in the 
cross-section of the rail is k. For the three-dimensional Cartesian 
coordinate system, the x-axis is used for west to east, the y-axis for 
south to north, and the z-axis for vertical upward direction, and their 
positions are denoted by {X}(={x,y,z}T). The azimuth angle on the 
xy plane is denoted by ψ, and the elevation angle by θ.

2.2  Model overview

Figure 1 shows the calculation flow for nighttime rail tempera-
ture prediction. First, the heat flow, QIN (l,t), absorbed by the rail is 
calculated from GIS (Geographic Information System) data and 
meteorological conditions. Then, after specifying the initial rail 
temperature, the heat flow, QOUT (l,t), discharged by the rail is calcu-
lated from the rail temperature, and the rail temperature at time t + 

∆t is calculated by heat conduction analysis. These are repeated until 
an arbitrary time, tN, to obtain the rail temperature, TR (l,t), from t0 to 
tN at l. This calculation flow is the same as the daytime rail tempera-
ture prediction model, but the modeling method for the radiant heat 
received by the rail (Fig. 2(a)) is different. In the daytime rail tem-
perature prediction model, when calculating the solar radiation re-
ceived by the rail, the geographical features surrounding the rail are 
modeled by DSM, and the shielding of solar radiation by the geo-
graphical features is taken into account [3]. On the other hand, the 
radiant heat from the ground is calculated by assuming that the 
ground is a horizontal surface with no geographical features. This 
means that the radiant heat from geographical features and the 
shielding of radiant heat from the atmosphere and the ground by 
geographical features are not taken into account (Fig. 2(b)). Such a 
simplified modeling approach was a cause of error in the prediction 
of rail temperatures at night. Therefore, in order to reproduce the 
actual thermal environment (Fig. 2(a)) in the analysis, an advanced 
modeling method (Fig. 2(c)) was applied to the nighttime rail tem-
perature prediction model, which takes into account the radiant heat 
from the geographical features and the shielding of the radiant heat 
from the atmosphere and the ground by the geographical features 
using DSM. Solar radiation is zero in the nighttime rail temperature 
prediction model.

2.3  Analytical mesh creation based on GIS data

2.3.1   Elements of geographic features based on DSM raster 
data

Raster data are one of the common data formats for expressing 
elevation in GIS, in which cells are arranged in a grid pattern, and 
one value is stored in each cell. As shown in Fig. 3, a quadrangle [ix, 
iy] is created from the four nodes of the DSM raster data by assign-
ing node numbers of ix (= 1, 2,...) in the x direction and iy (= 1, 2,...) 
in the y direction. Furthermore, to simplify the formula for radiant 
heat described below, [ix, iy] is divided into two triangle elements, a 
and b, with the elements as planes. Nodes 0, 1, and 2 of triangle a are 
nodes (ix, iy), (ix + 1, iy), and (ix, iy+1), and nodes 0, 1, and 2 of 
triangle b are nodes (ix+1, iy+1), (ix+1, iy), and (ix, iy+1).

2.3.2  Modeling of three-dimensional rail geometry

As in Ref. [3], nodes for heat conduction analysis are placed at 
intervals of about 1 m along the GIS data of the rail track, and virtu-
al rail cross sections (virtual cross sections) are added around the 
nodes to simulate the three-dimensional shape of the rail as a set of 
inclined planes (Fig. 3). Using this virtual cross-section, the shield-
ing of radiant heat from the surroundings to the rail surface by other 
rail surfaces and the relative angles between the radiant heat and the 
rail surface are calculated and these are reflected in the heat absorp-

Fig. 1  Calculation flow for nighttime rail temperature 
prediction

Fig. 2 Calculation model of radiant heat
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tion. Compared with previous studies [6], this method enables the 
calculation of rail temperature distribution over a wide area of about 
100 km, while ensuring the accuracy of the rail geometry reproduc-
tion and significantly reducing the calculation cost.

2.4   Radiant heat from the geographical features received by 
the rail

2.4.1   Identification of elements where radiant heat reaches the 
rail

First, as shown in Fig. 4(a), the nodes (the center of the raster) 
are extracted in the direction ψ as seen from the rail. Secondly, as 
shown in Fig. 4(b), the elements that include the node whose eleva-
tion angle θj as seen from the rail satisfies (2) (red point in Fig. 4(b)) 
and its rail-side node are the elements where radiant heat reaches the 
rail. This is done for all orientations (0≤ψ≤2π).

 (2)

2.4.2  Formulation of radiant heat from geotechnical features

Consider the radiant heat, qjk, that the surface k on the rail sur-
face receives from triangular element (geographic feature) j, as 
shown in Fig. 5. Assuming that the surface k is sufficiently small 
compared to the element j that the effect of its location on the sur-
face k can be neglected, qjk can be expressed by (3).

 (3)

where Aj and Ak are the areas of element j and surface k. εj is the 
emissivity of element j. σ is Stefan―Boltzmann constant. Tj is the 
absolute temperature of element j. ϕk and ϕj are the angles formed by 
the line segment connecting surface k and element j and the normal 
vector →nk and →nj. R is the length of the line segment connecting sur-
face k and a point on element j.

Vectors, →e1 and →e2, shown in Fig. 5 represent two sides of the 
triangle element j defined by (4). The vector →r from the rail to a 
point on element j can be expressed in (5) using →e1 and →e2.

 (4)

 (5a)

 (5b)

where {X0}, {X1}, and {X2} are the nodes 0, 1, and 2 of the triangle 
element. {Xk} is the coordinate of the center of surface k. Assuming 
that emissivity and temperature are uniform inside element j, (3) can 
be transformed into (6) using the vectors in (4) and (5).

 (6)

The area of element j, Aj, can be calculated from (7), the normal 
vector →nj can be calculated from (8) , and cosϕj can be calculated 
from (9). The normal vector of surface k, →nk, is obtained from the rail 
azimuth and shape data, and cosϕk is obtained from (10).

 (7)

 (8)

 (9)
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Fig. 3 Analytical mesh based on GIS data

Fig. 4 Modeling of radiant heat with shielding of ground objects

Fig. 5  Radiant heat received by the rail from the geo-
graphical feature (triangle element j)
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 (10)

Substituting (7) - (10) into (6), the radiant heat qjk received by 
the rail from element j can be calculated. Applying this to all the 
elements identified in the previous section and to the rail surface and 
summing them up, the radiant heat QG (=∑k ∑j qjk) received by the 
rail at position {XR}(=l) from the surrounding geographical features 
can be calculated.

2.5  Atmospheric radiant heat received by rails

Downward infrared radiation, RD, is used to calculate the radi-
ant heat of the atmosphere. Downward infrared radiation is the heat 
radiated to the earth’s surface from all directions in the sky by 
clouds, water vapor, carbon dioxide, etc. in the atmosphere. This is 
constantly observed by the Japan Meteorological Agency to monitor 
global warming. In the developed model, the downward infrared 
radiation, RD, is corrected using (11), assuming that the radiative 
heat from the atmosphere is uniform in all directions in the sky and 
taking into account the shielding of the radiative heat by the geo-
graphical features shown in Fig. 4. Furthermore, the radiant heat of 
the atmosphere received by surface k is calculated from (12), which 
is the product of the area of surface k, the corrected downward infra-
red radiation, and the view factor for looking up at the sky from 
surface k on the rail.

 (11)

 (12)

where sky(ψ,θ) is a parameter indicating whether or not the radiative 
heat of the atmosphere is shielded by the geographical features. As 
shown in Fig. 4(b), sky(ψ,θ) is set to 1 in regions of the sky area where 
θ>max{θj} as the atmospheric radiant heat reaches the rail, and 0 
otherwise. βk is the inclination angle of surface k from the horizontal 
plane (Fig. 6). At {XR}(=l), the radiant heat QW (=∑k pk) that the rail 
receives from the atmosphere can be calculated by finding the radi-
ative heat pk over the entire circumference of the rail and summing 
them. The absorbed heat QIN of the rail is given by (13) using QW, QG 
and the rail surface emissivity εR.

 (13)

2.6  Heat discharged by the rail and heat conduction analysis

The heat discharged from the rail QOUT is the sum of heat con-
duction to the track pad (a cushioning rubber pad placed between 
the bottom of the rail and the top of the sleeper) JC, convective heat 
transfer to the air JT, and radiation heat from the rail surface JR. JC is 
a function of rail temperature and air temperature, JT is a function of 
rail temperature, air temperature, and wind speed, JR is a function of 
rail temperature [3]. Rail temperatures at night are often lower than 
the air and track pad temperatures. In such cases, heat is absorbed 
from the air and track pad, but is treated as negative emission heat in 
the calculations.

In the heat conduction analysis, the heat balance of the rail, (QIN 
- QOUT), is substituted into the heat conduction equation, and the 
temperature change during Δt is calculated successively by an ex-
plicit method. For details, see Ref. [3].

3.   Verification test of the accuracy of rail temperature analysis 
at night

As shown in Fig. 7(a), rail temperature and radiant heat re-
ceived by the rail were measured and compared at locations in close 
proximity to the building. In addition, meteorological elements were 
measured and input into a nighttime rail temperature prediction 
model to obtain rail temperatures analytically. The analysis results 
were compared with the measured rail temperatures to verify the 
accuracy of the analysis.

3.1  Measuring conditions

Figure 8 shows the geographic features and measurement 
points on the test site. The test site is a ballasted track with a contin-
uous welded rail, straight track alignment, JIS 60 kg rails, and PC 
sleepers. The major surrounding geographical features are Building 
1, Building 2, and Building 3 (Fig. 7(a) and Fig. 8). The test period 
was from December 7, 2022 to January 7, 2023. There was no snow-
fall during this period, and rainfall occurred on December 13, 18, 
and 22. The following items were measured.

3.1.1  Rail temperature

In order to determine the distribution of rail temperatures, ther-
mocouples (T-FFF(M), Fukuden) were attached on the side of the 
rail on the FC (field corner) side at the 11 measuring points (T1-T11) 
shown in Fig. 8, and rail temperatures were measured at 10-minute 
intervals.

3.1.2  Meteorological elements (air temperature, wind speed)

As shown in Fig. 8, a weather station (Fig. 7(b) right, Vantage 
Pro2, Davis) was installed at a height of 1 m above the ground near 
T1 to measure air temperature (A1) and wind speed (W1). A ther-
mo-hygrometer (Fig. 7(b), middle left, LR5001, HIOKI) was in-
stalled at a height of 20 cm above the ground near T9 to measure air 
temperature (A9). The measurement interval was 10 minutes.

3.1.3  Radiant heat from surroundings

To measure the difference in radiant heat from the environment 
at each location, a long-wave radiometer (lower left in Fig. 7(b), 
CHF-IR02, Climatec) was installed near T2, T6 and T9 as shown in 
Fig. 8, and the radiant heat (L2, L6, L9) from the atmosphere and 
surrounding geographical features were measured at 10-minute in-
tervals. The measured values of this instrument are the radiant heat 
received by the installation surface (in this case, a horizontal sur-
face), and the measurement sensitivity U is proportional to the sine 
of the elevation angle θ of the ground object viewed from the instru-
ment (U∝sinθ). Therefore, the measured radiant heat from geo-
graphical features is less than the true value at lower height and 
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Fig. 6  Radiant heat of the atmosphere received by the 
rail from the (ψ, θ) direction
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more distant. Thus, we used the apparatus for measuring the radiant 
heat distribution in the sky developed in Ref. [7], shown in Fig. 9. 
This apparatus can measure the radiant heat distribution in the sky 
spherically (with no decrease in measurement sensitivity due to ele-
vation angle θ) by installing a thermography camera at the top sur-
face of the rail, taking multiple thermal images of the entire sky, 
converting the obtained thermal images into radiant heat, and inte-
grating them. Using this apparatus, we measured the radiant heat 
distribution of the sky as seen from the measurement points at T1, 
T2, and T4 to T10, a total of 9 measurement points, between 3:00 
and 4:00 on December 15.

3.2  Analysis conditions

Figure 10 shows the results of rail temperature measurements. 
The days analyzed were the nighttime hours (0:00-7:00) of Decem-
ber 24, the day with the lowest rail temperature during the test peri-
od (−6°C at T11), and the nighttime hours of December 25, the fol-
lowing day.

3.2.1  Geographical data

The geographic data used for the analysis were the DSM and 
rail node data shown in Fig. 8, where the DSM is NTT Data’s AW3D 
(0.5 m pitch) and the rail nodes are points placed at approximately 1 
m intervals along the L_ROAD rail line data of the ArcGIS Geo 
Suite.

3.2.2  Meteorological data

Measurements of air temperature (A1) and wind speed (W1) at 
the weather station shown in the upper part of Fig. 11 were applied 
to the air temperature and wind speed data used to predict the rail 
temperature prediction. The bottom part of Fig. 11 shows the sum of 
the radiant heat from the geographical features and the atmosphere, 
with L6 having the smallest radiant heat. This is because L6 is the 
furthest away from the surrounding buildings among the three loca-
tions where the longwave radiometer was installed. Thus, we con-
sidered that the measurement at L6 contains the largest radiant heat 
component of the atmosphere, and used it as the radiant heat of the 
atmosphere in the analysis.

3.2.3  Analysis parameters

The main parameters used in the rail temperature analysis are 
listed in Table 1. The rail surface emissivity εR was set to 0.20 for the 
top (30 mm wide) assuming a polished surface, and 0.75 for the 
others assuming an oxidized surface. The emissivity εj of geograph-
ical features was set to 0.95 for elements with elevations lower than 
the rail elevation +0.1 m, assuming the ground surface, and 0.57 
(0.6 times the ground surface) for other elements, assuming trees or 
other features with gaps or man-made features. The measured air 
temperature (“A1” on Fig. 11) was applied to the temperature of the 
geographical features. The time increment Δt was 10 min (600 s) 
and the spatial increment Δl in the longitudinal direction of the rail 
was 1 m, the same as the point data interval of the track.

3.3  Test results

3.3.1   Comparison of the measurements of rail temperature and 
radiant heat

Figure 12 shows the radiant heat distribution in the sky mea-

Fig. 7 Photographs of the test condition

Fig. 8  Arrangement of measuring points and surround-
ing geographical features

Fig. 9  Measuring device for radiant heat (spherical) dis-
tribution

QR of RTRI, Vol. 65, No. 4, Nov. 2024234



sured by the thermography camera. The azimuth angle ψ=0° is in 
the direction orthogonal to the railway track on the southwest side 
(lower left direction in Fig. 8), ±90° is the measurement rail, 0° to 
180° is the T1 side, and −180° to 0° is the T11 side. In Fig. 12, areas 
with buildings, trees, poles, and other geographical features are 
colored white to red because of their high radiant heat, while areas 
without landmarks that receive radiant heat from the atmosphere are 
colored blue. This figure shows that uneven surfaces such as win-
dows and balconies of buildings have more radiant heat than flat 
surfaces. In addition, the total radiant heat from the walls of Build-
ing 2 is greater than that of Building 3. Comparing Building 1 near 
T2 with Building 3 near T8, Building 1, whose southwest wall faces 
the railway track (Fig. 7(a)), has more unevenness and more radiant 
heat (darker red in Fig. 12) than Building 3, whose northeast wall 
faces the railway track because its balcony extends toward the rail-
way track. In addition, the radiant heat from the walls of Building 2 
is generally greater than that of Building 3 (Fig. 12). The reason for 
this is not clear, but it is thought to be related to differences in the 
emissivity of the exterior walls, thermal insulation, and wall tem-
peratures due to the different uses of the buildings, as Building 2 is 
an electric substation and Building 3 is an apartment building.

The radiant heat received by the rail was calculated by integrat-
ing the measurement results in Fig. 12 over the entire sky area, and 
its comparison with the rail temperature is shown in Fig. 13. 
Figure 12 and Fig. 13 show that T2 and T8, which are close to the 
buildings, receive more radiant heat than the other measurement 
points, and their rail temperatures are about 2°C higher than those of 
T5 and T11, which are farther away from the buildings. This result 
confirms a clear correlation between the surrounding geographical 
features, the radiant heat and the rail temperature at night.

3.3.2  Comparison of measured and analyzed rail temperatures

Figure 14 shows a comparison of the measured and analyzed 
rail temperatures on December 24. Figure 14(a) also shows the mea-
sured air temperature and the results of the analysis using the day-
time rail temperature prediction model. A comparison of rail tem-
peratures and air temperatures shows a difference: rail temperatures 
continued to drop until around 5:00 pm and dropped to −6°C at T11, 
while air temperatures stopped dropping around 3:00 pm with a 

Fig. 10 Measurements of rail temperature

Fig. 11 Measurements of meteorological elements

Table 1 Analysis parameters

Fig. 12 Measurements of radiant heat distribution
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minimum value of −3.5°C (Fig. 14(a)). The results of the daytime 
rail temperature prediction model, which does not take into account 
radiant heat from geological features, show a significant deviation 
from the measured values, with the rail temperature falling below 
−10°C at 3:00 pm. On the other hand, the results of the nighttime 
rail temperature prediction model are close to the measured values. 
Here, the analytical value of the lowest rail temperature at T8 is 
0.2°C higher than the measured value, while at T2 it is 0.3°C lower 
than the measured value. This may be due to the fact that the differ-
ence in radiant heat due to the shape and use of the building, as de-
scribed in the previous section, was not taken into account, but the 
effect on the analytical results is small, less than 0.5°C. Figure 14(b) 
shows that the rail temperature at 5:00 was 1.7°C higher at T2, 
which is closer to the building, than at T5, which is farther from the 
building. Similar results are obtained in the analysis, indicating that 
the measured and analyzed values are in good agreement. Thus, the 
detailed modeling of radiant heat from geological features using 
DSM data significantly improves the accuracy of the analysis of rail 
temperature at night compared to previous studies [3].

Figure 15 shows a comparison of analytical and measured rail 
temperatures on December 25. From the right hand side of 
Fig. 15(b), the difference in rail temperature between T2 near the 
building and T5 far from the building at 5:00 was around 1.5°C for 
both the measurement and the analysis, and the rail temperature 
difference between the measurement points generally agreed be-
tween the measurement and the analysis. However, although the 
analytical values of the nighttime rail temperature prediction model 
were closer to the measured values than the daytime rail temperature 
prediction model, the analytical values of rail temperature were 1°C 
to 1.5°C higher than the measured values at all measurement points.

4.  Discussion

In order to accurately predict the annual minimum rail tempera-
ture and its longitudinal distribution, which is important for rail ax-
ial force management, a method for predicting the nighttime rail 
temperature was proposed based on modeling the radiant heat from 
surrounding geographical features using DSM data. Measurements 
taken at night during winter on the actual track showed a clear cor-
relation between rail temperature, radiant heat, and the location of 
buildings, with the radiant heat received by the rails being greater at 
points closer to buildings being larger and the minimum rail tem-
perature being approximately 2°C higher than at points farther 
away. Although nighttime temperatures of rails and other track 
components are conventionally estimated from air temperatures, 
these results indicate that rail temperatures are difficult to predict 
accurately from air temperatures alone, and that the proposed meth-
od of modeling radiant heat from geological features is effective. 
The measured meteorological conditions were applied to the pro-

posed method to obtain rail temperatures analytically. The measured 
and analyzed values agreed well for December 24, when the rail 
temperature was the lowest during the measurement period. On the 
following day, however, the rail temperature was 1°C to 1.5°C high-
er than the measured rail temperature at all measurement points in 
the test area, although the difference in rail temperature between the 

Fig. 13  Comparison of measured rail temperatures (De-
cember 15, 3:30) and radiant heat calculated 
from Fig. 12

Fig. 14  Comparison of measured and analyzed rail tem-
peratures (December 24)

Fig. 15  Comparison of measured and analyzed rail tem-
peratures (December 25)
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measurement points could be reproduced by the analysis. The rail 
temperature distribution is considered to be a superposition of a 
wide range of average rail temperatures due to meteorological con-
ditions and local variations due to geographical conditions. For the 
latter, it was found that the proposed method can accurately repro-
duce the temperature distribution, since the temperature difference 
between the measurement points is in agreement between the mea-
surement and the analysis. On the other hand, for the former case, 
similar analysis errors occurred in the entire test area, suggesting 
that there were problems with the acquisition of meteorological 
conditions and the modeling method. We will continue to verify this 
issue in the future.

It was found that the proposed method can accurately calculate 
local variations in the lowest rail temperature distribution due to 
geographical conditions. In this paper, the maximum difference in 
minimum rail temperature between locations was approximately 
2°C. However, the difference in rail temperature is expected to be 
more pronounced between locations where there are few surround-
ing geographical features, such as along rivers and on long viaducts, 
and locations where there are slopes and trees in close proximity, 
such as in mountainous areas. By quantitatively predicting these 
differences in minimum rail temperatures using the proposed meth-
od and reflecting them in the fastening-down temperature, it is ex-
pected that the safety of the track against buckling in summer will 
be improved and the number of measures required due to increased 
rail axial forces, such as restressing of continuous welded rails and 
special track patrols, will be reduced. However, some analytical er-
rors were observed in this test, which may have been caused by the 
setting of the meteorological conditions and the modeling method. 
We will continue to study the effects of differences in meteorologi-
cal conditions due to region and elevation on the minimum rail 
temperature. In the proposed method, the detailed geometry of the 
building was modeled simply using DSM and its characteristics 
(emissivity and wall temperature) were assumed to be the same for 
all buildings, but differences in radiant heat were measured for the 
actual buildings, which might be due to their shape and use. The 
influence of the rail temperature on the analysis results were small, 
less than 0.5°C. However, in order for the proposed method to be 
widely used, it is necessary to verify the degree of influence caused 
by various structures, topography, vegetation, and other factors.

5.  Conclusions

In order to predict in detail, the annual minimum rail tempera-
ture and its distribution, which is important for rail axis force man-
agement, a method for predicting the nighttime rail temperature was 
proposed based on modeling the radiant heat from surrounding 
geological features using DSM data. In order to verify the validity 
and accuracy of the proposed method, the rail temperature and the 
radiant heat received by the rail were measured on a real track and 

compared with the analytical values. The findings are as follows.
・�While there was a clear correlation between rail temperature, ra-

diant heat, and building configuration, rail temperature and air 
temperature exhibited different behaviors. These results confirm 
the difficulty of accurately predicting rail temperature from air 
temperature alone and the effectiveness of the proposed method 
of modeling radiant heat from geographical features.
・ The local variations in the minimum rail temperature distribution 

due to geographical conditions were observed, such as the mini-
mum rail temperature being approximately 2°C higher at the 
measurement points near buildings than at other points. We found 
that the proposed method can accurately reproduce these tem-
peratures.
・�Since analysis errors were observed that may be attributable to 

radiant heat from the atmosphere, the shape and use of the build-
ing, and other factors, the effects of modeling methods for mete-
orological conditions, as well as the effects of various structures, 
topography, vegetation, and other factors on the minimum rail 
temperature, should be further examined.
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Authors have proposed a seismic control device with a bridge collapse prevention function installable 
in narrow spaces. In this paper, we introduce a method for designing the proposed device. Specifically, we 
organized the results of the nonlinear response analysis of a single degree of freedom system and proposed 
a nomogram that can be used to calculate the displacement of the girders and the response ductility factor 
of the piers in accordance with equipment specifications. By using this method, it is possible to have a rough 
idea of the specifications to meet the required performance before detailed dynamic analysis is carried out.

Key words: seismic control device, design method, steel railway bridges

1. Introduction

In the seismic retrofit of bridges, when applying common meth-
ods such as steel plate lining becomes challenging, the use of seis-
mic control devices emerges as a viable alternative. Notably, for 
railway bridges, instances include the application of friction-type 
dampers to long bridges where conventional methods for reinforce-
ment are difficult to use [1], and the use of brace-type dampers for 
viaducts where column reinforcement is hindered due to commer-
cial space constraints [2]. However, in urban areas where bridges 
cross roads or railways, there are cases where the clearance beneath 
the girders is insufficient, making installation of traditional dampers 
unsuitable. Therefore, our research group has developed a compact 
and seismic control device using a group of steel rods with bridge 
collapse prevention function (hereafter referred to as the “proposed 
device”) for steel railway bridges without a ballast floor [3].

The application of seismic control devices is expected to in-
crease in the future. Currently, for the design of these devices, de-
tailed analytical models such as frame models are typically con-
structed. Iterative nonlinear dynamic analyses are then performed 
based on device parameters (referred to as “detailed analysis”). 
However, this repetitive computational process can be cumbersome 
and hinders efficient application. If initial values for the device pa-
rameters that satisfy performance requirements and excessive spec-
ifications can be set efficiently, the number of iterations in the de-
tailed analysis could be reduced, streamlining the design process.

To achieve this, we developed an efficient method for setting 
initial values of rod specifications during detailed analysis (referred 
to as “simplified rod specification setting method”) for applying the 
proposed device to steel railway bridges. The design flow of the 
proposed device using this method is shown in Fig. 1. Before start-
ing the detailed analysis (step 3) which tends to make the work 
complicated, the approximate rod specifications to meet the re-
quired performance can be set in step 2. This is expected to reduce 
the number of iterative calculations during detailed analysis. In this 
paper, we focus on specific aspects of the proposed device’s design 
method (Fig. 1), including an overview of the device, trend analysis 
through parameter studies, and the calculation nomogram for re-
sponse displacement and response ductility ratio based on literature 

[4]. Additionally, since some members of our team have conducted 
similar investigations for friction-type dampers which are widely 
adopted [5], combining our findings with theirs could enable effi-
cient design of numerous seismic control devices.

2. Study overview

This section outlines the proposed device (Section 2.1) and 
approach to modeling rod specifications (Section 2.2).

2.1 Overview of the proposed device [3]

As shown in Fig. 2, the proposed device has a structure in 
which multiple steel rods are installed on the top of the abutment 
using post-installed anchors, and then attached to the girder via a 
composite frame. This structure uniformly transfers the inertial 
force of the grinder to the group of steel rods. The device provides 
seismic control through energy absorption from the post-yield bend-
ing deformation of the rods (Fig. 2A) and prevents bridge collapse 
by supporting the girder weight with the high ductility of the rods 

Fig. 1 Design flow of the proposed device
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(Fig. 2B). Furthermore, since the device is designed for narrower 
girder bearing areas, the rod diameters are ranging from approxi-
mately 50 mm to 100 mm, the number of rods is 3 to 8 rods per lo-
cation, and overall dimensions are approximately 80 mm. As a spe-
cific example, in the case of three rods, the size is 1 m in width; 1 m 
in height; 0.4 m in depth; and 0.4 m in depth. Therefore, the device 
does not foul the clearance beneath the girder. The seismic control 
function of the proposed device can be adjusted arbitrarily by mod-
ifying rod diameter, rod number, rod material, and load height.

2.2 Target bridges and modeling approach

Figure 3 illustrates the concept of the target bridges and model-
ing methods. We focused on bridges where one side serves as an 
abutment and the other as a pier. Such structures exist in various 
contexts, including bridges across roads, bridges across railroads, 
and bridges across rivers. Considering the primary purpose of the 
proposed device as a countermeasure against the risk of bridge col-
lapse, we focused our study on the bridge axis. Our modeling ap-
proach follows the concept of design vibration units used in seismic 
design for railways, employing a single-degree-of-freedom model. 
Specifically, we modeled the girder-fixed support-pier system en-
closed by the red box in Fig. 3 as one design vibration unit. The pier 
was modeled using a Bi-Linear skeleton curve and Clough model 
for hysteresis behavior (yield stiffness degradation ratio α = 0.1, 
stiffness degradation index β = 0.2) based on literature [6]. The 
damping characteristics were treated as period dependent. We as-
sumed the abutment to be sufficiently sound and treated it as a rigid 
body with the same behavior as the ground. The nonlinear character-
istics of the proposed device were modeled using a hyperbolic curve 
following the Masing rule, which was fitted to previous experimen-
tal results shown in Fig. 4. Additionally, considering variations in 
the number and diameter of steel rods (as discussed in Section 2.3), 
adjustments were made to the results from Fig. 4, allowing the pro-
posed device to model any desired combination of rod number and 
diameter.

2.3 Parameter Organization

The parameters to be examined are the vibration characteristics 
of bridge piers (equivalent natural period Teq, yield seismic coeffi-
cient Khy) and the specifications of the proposed device (steel rod 
diameter φ, rod number n). Additionally, the equivalent mass m is 
considered when replacing the mass of the girder and bridge piers 
with a single-degree-of-freedom system. By examining the relation-
ships between these parameters based on the motion equation for a 
single-degree-of-freedom system, we can organize the parameters 
for subsequent analysis.

The motion equation for the target model is expressed as fol-
lows:

 (1)

Here, x represents displacement, h is the damping coefficient, ω 
is the natural circular frequency, and z denotes the ground surface 
displacement due to input seismic motion. The terms HD(n,ϕ)(x) is the 
restoring force of the hyperbolic model when the steel rod diameter 
is ϕ and the number of rods is n, and Cl(Teq, Khy)(x) is the restoring 
forces of the bridge piers at the equivalent natural period Teq and 
yield seismic coefficient Khy.

The left-hand side terms (third and fourth terms) representing 
the restoring forces are expected to vary with mass. Specifically, the 
third term corresponds to the restoring force of the bridge piers, 
modeled as a Bi-Linear curve for skeletal behavior and a Clough 
model for hysteresis behavior (as discussed in Section 2.2). Notably, 
these terms, which are defined by the equivalent natural period Teq 
and yield seismic coefficient Khy, as well as yield stiffness degrada-
tion ratio α and stiffness degradation index β, are known to be inde-
pendent of equivalent mass (Fig. 5).

 (2a)

ẍ+2hωẋ+
Cl(Teq,Khy)(x)

m
+

HD(n,ϕ)(x)
m

= − z̈

Yield point : py=Khy g (g : gravitational acceleration)

Fig. 2 Overview of the proposed device

Fig. 3 Target bridges and modeling methods

Fig. 4  Nonlinear characteristics of the device (steel rod 
diameter 50 mm, number of steel rods 3)
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 (2b)

 (2c)

 (2d)
Next, let’s consider the fourth term HD(n,ϕ)(x)/m in (1). This 

nonlinear behavior is modeled using a hyperbolic curve following 
the Masing rule, fitted to previous experimental results (as shown in 
Fig. 4). The skeletal curve is expressed as:

 (3)

Here, K0(ϕ) represents a stiffness-related parameter; δy(ϕ), a param-
eter related to yield displacement. Each of both is an index per steel 
rod bar with diameter ϕ. For instance, for a steel rod diameter of 50 
mm, the fitting results yield K0(50)=2.6×103 kN/m2 and 
δy(50)=1.1×10−2m . When considering different rod numbers n’, the 
skeletal curve can be expressed as:

 (4)

Furthermore, since the Masing rule is independent of the skeletal 
curve, the following relationship holds:

 (5)

Now, when the equivalent mass is m’ and the number of steel rods is 
n’, (1) can be written as the following equation.

 (6)

Substituting (5) into (6) yields the following.

 (7)

Here, comparing (7) with (1), the only difference between (7) and 
(1) is the fourth term on the left side, since the third term on the left 
side does not depend on the equivalent mass as mentioned earlier. 
When these coefficients are equal, that is, when the following equa-
tion holds, the behavior of the mass points is consistent.

 (8)

From (8), we observe that if the ratio of equivalent mass m’ to

actual mass 　　　 and the ratio of rod number n’ to actual rod

number 　　　 are equal, the behavior of the girder will match. 

Therefore, by pre-assessing a reference mass m, we can adjust the 
number of rods for actual bridges to account for differences in mass.

Additionally, when changing rod diameter, we compensate  
 　　　  using the stiffness ratio Kr and yield displacement ratio δyr, 
as shown in Fig. 6 and the following equation.

 (9)

Here, the stiffness ratio Kr is expressed as the ratio of the yield load 
ratio Pyr to the yield displacement ratio δyr, as shown in the following 
equation.

 (10)

In addition, the yield load Py and yield displacement δy of the steel 
rod diameter ϕ are calculated using the following equations as the 
load and displacement when the edge stress reaches the yield 
strength σy, assuming the steel rod is a cantilever beam.

 (11)

In the above equation, I is the second moment of area of the steel 
rod; h, the height of the loading point; and E, the Young’s modulus. 
By calculating yield load and yield displacement using (11), we can 
determine the necessary parameters for compensating the skeletal 
curve in (9).

In summary, the parameters for parametric study are listed in 
Table 1. The study covers a range from 0.2 s to 5 s of equivalent 
natural periods (Teq) and a range from 0.2 to 2 of yield seismic coef-
ficients (Khy). The reference mass m is set between 100 t and 2000 t. 
Two rod diameter cases 50 mm and 80 mm are examined, with the 
number of rod n ranging from 1 to 12. The input seismic motion is 
based on the L2 seismic spectrum II (G3 ground) used in seismic 
design for railway structures. Other design seismic motions are also 
examined in the literature [4]. The material and load height of the 
rods are fixed based on experimental conditions from literature [3] 
(material: SS400, load height: 400 mm from the base)

Initial stiffness divided by mass : k1=
2π
Teq

2

Secondary stiffness : k2=αk1(α : constant)

Stiffness during unloading : kr=k1
dmax

dy

−β

(β: constant)

PHD
(n,ϕ)(x)=

K0(ϕ)nx
1+x/δy(ϕ)

PHD
n',ϕ (x)=

n'
n

PHD
(n,ϕ)(x)x

HD(n',ϕ)(x)=
n'
n

HD(n,ϕ)(x)

ẍ+2hωẋ+
Cl(Teq,Khy)(x)

m' +
HD(n',ϕ)(x)

m' = − z̈

ẍ+2hωẋ+
Cl(Teq,Khy)(x)

m' +
n'HD(n,ϕ)(x)

m'n
= − z̈

1
m

=
1
m' ∙

n'

n
⇔

m'

m
=

n'

n

m
m'
m( )

n
n'
n( )

P (n, ϕ') (x)HD

PHD
(n,ϕ')(x)=

K0(ϕ')nx
1+x/δy(ϕ')

=
KrK0(50)nx

1+x/(δyrδy
(50))

Kr=
Pyr

δyr

Py=
Iσy

0.5ϕ
∙
1
h

,    δy=
Pyh3

3EI

Fig. 5 Overview of pier restoring force model

Fig. 6  Nonlinear characteristics of the proposed device 
(when steel rod diameters are different)
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3. Trend analysis through parametric study

3.1  Response displacement waveforms and device hysteresis 
curves

In this chapter, we perform trend analysis of response results by 
analyzing several analytical outcomes before calculating the nomo-
gram. As an example, we consider the response displacement wave-
forms of the girder and the hysteresis curve of the proposed device 
(Fig. 7) for the following parameters: equivalent natural period Teq 
of 1.0 seconds, yield seismic coefficient Khy of 0.5, reference mass m 
of 100 tons, steel rod diameter ϕ of 50 mm, and a total of 8 steel 
rods. From this figure, it is confirmed that the proposed device ex-
hibits energy-absorbing seismic control effects by tracing loops, re-
sulting in reduced maximum response displacement compared with 
the case without the proposed device. Subsequently, we analyze the 
results in terms of maximum response displacement and response 
ductility factor for each parameter.

3.2 �Relationship�between�steel�rod�specifications�and�response�
values

Under the condition where parameters other than the number of 
steel rods or steel rod diameter are fixed, we examine the relation-
ship between steel rod specifications and the girder’s response dis-
placement as well as the response ductility factor of the bridge piers 
and foundations. As an example, we consider the following param-
eters: equivalent natural period Teq of 1.0 seconds, yield seismic 
coefficient Khy of 0.5, reference mass m of 100 tons, and a total of 8 
steel rods, as shown in Fig. 8. Figure 8 shows that the more the 
number of steel rods n or the steel rod diameter ϕ becomes, the larg-
er the reduction in response displacement and response ductility 
factor of the girder, bridge piers and foundations becomes. This in-
dicates that the proposed device has a substantial seismic control 
effect. However, for a steel rod diameter of 80 mm, the reduction in 
response ductility factor becomes less pronounced when the number 
of steel rods exceeds 5. This behavior can be attributed to the de-
vice’s hysteresis curve (Fig. 9) at the specified conditions. When the 
number of steel rods is small, the device effectively absorbs energy 
while still supporting the load. However, with a larger number of 
steel rods, the device behaves almost elastically, diminishing the 
expected damping effect observed at smaller number of steel rods.

3.3 Relationship between reference mass and response values

Keeping parameters other than the reference mass fixed, we 
explore the relationship between the reference mass and the girder’s 
response displacement as well as the response ductility factor of the 
bridge piers and foundations. For instance, considering an equiva-
lent natural period Teq of 1.0 seconds, yield seismic coefficient Khy of 
0.5, steel rod diameter ϕ of 80 mm, and a total of 8 steel rods, Fig. 10 
reveals that the greater the reference mass m is, the smaller the re-

duction in response displacement and response ductility factor due 
to device installation becomes. In other words, the restoring force of 
the bridge piers becomes larger than that of the proposed device, so 
that the seismic control effect of the proposed device becomes rela-
tively smaller, as shown in Fig. 11. The proposed device is designed 
for small-scale applications in urban steel railway bridges without a 

Fig. 7  Example of response result (Teq=1.0 s, Khy=0.5, 
m=100 t)

Fig. 8  Example of relationship between steel rod speci-
fications, response displacement, and response 
ductility factor (Teq=1.0 s, Khy=0.5, m=100 t)

Table 1 List of parameters to consider
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ballast floor. For instance, if we aim to suppress girder response 
displacement by approximately 50% under the conditions of 
Fig. 10, a girder mass of around 300 tons would be the upper limit 
for applicable structures.

4. �Methodology�for�roughly�setting�steel�rod�specifications�using�
calculation nomograms for response displacement and re-
sponse ductility factor

In this chapter, we organize calculation nomograms for re-
sponse displacement and response ductility factor based on seismic 
response analyses conducted using the parameter range discussed in 
the previous chapter. First, an overview of the nomogram is present-
ed, and then the procedure for roughly setting steel rod specifica-
tions using the nomogram is shown based on a specific example.

4.1 Overview of nomograms

For seismic design of general railway bridges and viaducts, the 
response ductility factors are calculated by plotting equivalent natu-
ral periods and yield seismic coefficients on the well-known 
Strength Demanded Spectra [6]. These spectra are prepared for each 
design seismic motion. Therefore, if the designer evaluates the 
equivalent natural period and yield seismic intensity in advance, it is 
possible to calculate response values without detailed dynamic anal-
ysis. Regarding the rough method for setting steel rod specifica-
tions, we will consider an expression method similar to the Strength 
Demanded Spectra.

Specifically, the authors organized the comprehensive dynamic 
analysis results for the model shown in Fig. 3 in which the proposed 
device is installed. As a result, we organized the isolines of the 
equivalent natural period, response displacement, and response duc-
tility factor for each yield seismic coefficient. An example of a no-
mogram is depicted in Fig. 12. Such nomogram can be prepared in 
advance for various design seismic motion, steel rod diameter, steel 
rod number, and reference mass.

4.2 �Procedure� for� setting� steel� rod� specifications� using� nomo-
grams

The procedure for roughly setting steel rod specifications using 
the previously constructed nomograms is outlined in Fig. 13 and 
described in this section. Note that this process is before transition-
ing to the detailed analysis shown in Fig. 1.

Step 1:  Calculate equivalent natural period and yield seismic 
coefficient for the target bridge. This requires push-over 
analysis based on the frame model, which is available 
from the detailed analysis in Fig. 1.

Step 2:  Select the appropriate nomogram based on equivalent 

Fig. 9  Example of relationship between steel rod speci-
fications and device’s hysteresis curve (Teq=1.0 s, 
Khy=0.5, m=100 t, ϕ=80 mm)

Fig. 10  Example of relationship between reference 
mass, response displacement, and response 
ductility factor (Teq=1.0 s, Khy=0.5, n=8)

Fig. 11 Hysteresis curve of proposed device and pier (Teq=1.0 s, Khy=0.5, ϕ=80 mm, n=8)
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mass of the bridge girder and design seismic motion 
considering soil conditions.

Step 3:  Plot the calculated equivalent natural period and yield 
seismic coefficient calculated in Step 1 on the nomo-
gram selected in Step 2. Then, read off the required 
steel rod number and diameter from the nomogram to 
ensure that the response ductility factor and displace-
ment remain within the specified limits.

Here, in the choice of limits, it is necessary to align the bridge span 
length to prevent collapse and consider the deformation capacity of 
the target bridge.

It should be noted that the applicability of this simplified steel 
rod specification setting method is limited to structural forms capa-
ble of being represented by the model shown in Fig. 3. Specifically, 
the target bridge must be modeled as a single-degree-of-freedom 
system, and certain conditions, where it is not inclined or its height 
is moderate, must be met. Additionally, if the bridge piers reach 
damage level 4 before reaching the target response displacement or 
exceed the allowable range of girder bearing movement, this meth-
od is not applicable.

4.3 Example�of�steel�rod�specifications�set�using�nomograms

An example of steel rod specificaions set using nomograms is 
described in this section. Table 2 summarizes equivalent natural 
period (Teq), yield seismic coefficient (Khy), equivalent girder mass, 
and desired limits of a target bridge. By plotting the equivalent nat-
ural period Teq and yield seismic coefficient Khy from Table 2 on the 
nomogram (star mark in Fig. 14(a)), it is found that a steel rod diam-
eter of 50 mm and the number of 4 rods satisfy the desired response 
displacement. Furthermore, Fig. 14(b) confirms that the chosen steel 
rod specifications also meet the desired response ductility factor. 
Finally, considering the ratio of girder mass to the nomogram’s ref-
erence mass 1.5, we calculate that 6 steel rods are needed according 
to (8).

In summary, using nomograms allows us to gain a preliminary 
understanding of the necessary steel rod specifications for achieving 
target response displacement and response ductility factor before 
conducting detailed analyses.

5. Conclusions

In this paper, we present a design method for a narrow con-
struction-compatible collapse prevention and seismic control device 
specifically suitable to steel railway bridges without a ballast floor. 
Our focus was laid on efficiently setting initial values for steel rod 
specifications before conducting detailed analyses. To achieve this, 
we created a model bridge with a one single-degree-of-freedom 
system and performed seismic response analyses by changing steel 

Fig. 13  Procedure for rough setting of steel rod specifi-
cations using nomogram

Table 2 Information on the target bridge for which steel rod specifications are roughly set

Fig. 12  Example of nomogram (ϕ=50 mm, m=100 t, L2 
seismic motion spectrum II (G3 ground))
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rod specifications and bridge characteristics. The relationship be-
tween steel rod specifications and response displacement and re-
sponse ductility factor was organized. Additionally, we constructed 
nomograms by which we calculated response displacement and the 
response ductility factor based on steel rod specifications and bridge 
characteristics. The findings of this paper are shown below:
・ As the diameter and number of steel rods increase, the re-

sponse displacement and response ductility factor of the 
bridge decrease. However, an excessive number of steel rods 
leads to elastic material like behavior, diminishing the im-
pact of historical damping. Therefore, optimal conditions for 
efficient response reduction exist in terms of steel rod diam-
eter and number.
・ As girder mass increases, the reduction in response displace-

ment and the response ductility factor due to the proposed 
device becomes less pronounced. There are limits to the 
bridges to which the proposed device can be applied.
・ Considering the above trends, we constructed nomograms 

for calculating response displacement and response ductility 
factor based on equivalent natural period, yield seismic coef-
ficient, girder mass, steel rod diameter and number. Using 
these nomograms, we can preliminarily estimate the required 
steel rod specifications to achieve target response displace-
ment and response ductility factor before detailed analyses.
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Volcanic ash fall can seriously affect railway operations by causing problems such as track circuit 
shunting malfunctions and decrease in insulation performance of insulators. In this study, we experimentally 
investigated volcanic ash conditions that cause these problems. Results allowed us to clarify that 0.05 mm 
thick volcanic ash causes shunting malfunction, and that 1.2 mm thick volcanic ash containing saline water 
causes insulator flashover. Based on these results, we propose preventive actions which railway companies 
can implement to mitigate the effects of ash fall, using public information on eruptions. 

Key words: volcanic ash fall, shunting malfunction, insulator, Volcanic Ash Fall Forecasts

1. Introduction

There are 111 active volcanoes in Japan. 50 volcanoes of these 
have been designated as particularly active and requiring continuous 
monitoring considering the possibility of eruption within the next 
100 years and the impact of such an event on society [1]. Various 
phenomena associated with the volcanic activity, such as, ash fall, 
pyroclastic flow, and volcanic earthquakes can damage railways [2]. 
Among these phenomena, ash fall in particular affects railway oper-
ations across a wide area since volcanic ash is carried by wind over 
long distances.

Various types of damage to railways due to ash fall have been 
identified so far, including poor visibility, motor failure, and mal-
function of tongue rails [2]. Track circuit shunting malfunctions due 
to accumulation of volcanic ash on the rails and decrease in the in-
sulation performance of insulators due to adhesion of ash to the in-
sulator surface, in particular, are important issues affecting the abil-
ity to keep railway transportation safe following an eruption. In this 
study, we conducted several tests to evaluate the degree of impact of 
ash fall on railway equipment depending on fallout conditions. First, 
we measured the electrical resistivity of volcanic ash to clarify its 
electrical properties. Secondly, we conducted track circuit tests and 
insulation performance tests to clarify the degree of impact of volca-
nic ash on track circuits and insulators, and the conditions under 
which volcanic ash affects track circuits and insulators. Finally, 
based on results of the tests, we propose preventive actions to be 
taken during ash fall. These actions will enable railway companies 
to mitigate the impact of the fallout using public information on 
eruptions, such as the Volcanic Ash Fall Forecast (VAFF).

2. Electrical properties of volcanic ash

2.1 Samples and methods

We collected six volcanic ash samples from four volcanos and 
prepared Toyoura sand for comparison, as shown in Table 1. Then, 
we measured the resistivity of the samples using new purpose-de-

veloped equipment (Fig. 1), considering water content. The electri-
cal resistivity of the samples filled in the measurement vessel can be 
measured using the quadrupole method. The electrical resistivity ρ 
of the sample is determined as

 (1)

where A (m2) is the cross-sectional area of the filled sample in the 
measurement vessel, L (m) is the distance between the measuring 

=
VS

VR
(Ωm)

Table 1 Volcanic ash samples
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electrodes, R (Ω) is the resistance of the resistor, VS (V) is the volt-
age between the measuring electrodes measured after one minute 
from the start of the power supply, and VR (V) is the voltage between 
the electrodes of the resistor at the same time.

Additionally, we analyzed the electrical properties of volcanic 
ash suspension based on “Test Method for Electric Conductivity of 
Suspended Soils” (JGS 0212-2009), and “Test Method for Wa-
ter-Soluble Components in Soils” (JGS 0241-2009).

2.2 Results and discussions

The results of the electric resistivity measurement of volcanic 
ash are shown in Fig. 2. The electrical resistivity is as high as 106 to 
108 Ωm or more except for sample K, when the water content is less 
than 2%. It is noted that 108 Ωm is the measurement limit. In con-
trast, the electrical resistivity is 102 to 104 Ωm when the water con-
tent is 2.5%, and it decreases as the water content increases. For 
sample K, the tendency of the electrical resistivity to decrease with 
increasing water content is the same as for the other samples. How-
ever, its electrical resistivity is 103 Ωm when the water content is 
0.2%. Furthermore, the electrical resistivity at a water content of 5% 
or higher is relatively high for the samples T and F, and relatively 
low for the other samples. At the water content of 20%, the differ-
ence in electrical resistivity for each sample except for the samples 
T and F is within about 10 times.

The results of electrical conductivity measurements and wa-
ter-soluble component analysis of the suspension are shown in 
Fig. 3. The results of the water-soluble component analysis are 
shown as the total ion equivalent concentration eluted from 1 kg of 
dried volcanic ash. The electrical conductivity of the suspension is 
positively correlated with the total ion equivalent concentration, in-
dicating that the more ions eluted from volcanic ash, the more easily 
the suspension conducts electricity.

Among the volcanic ash samples, those collected within a few 
days of eruption have relatively high electrical conductivity and to-
tal ion equivalent of the suspension. For example, in the case of 
volcanic ash from Sakurajima, sample Sa collected immediately 
after the eruption has higher electrical conductivity and total ion 
equivalent than sample Sb that has been stored outdoors for more 
than a year. This will be because the volcanic ash immediately after 
the eruption contains many water-soluble components, whereas 
water-soluble components were eluted from the volcanic ash ex-
posed to rain for a long time.

Furthermore, Fig. 4 shows the cross plot between the electrical 
resistivity of ash with a water content of 20% and the electric con-
ductivity of a suspension. Figure 4 clearly shows a negative correla-
tion. It is thought that the difference in the electrical resistivity of the 
volcanic ash for each sample depends on the difference in the 
amount of ion elution, and that volcanic ash with a large ion elution 
has a lower electrical resistivity when the volcanic ash contains 

water.
These results suggest that the extent of the electric influence of 

volcanic ash on electric apparatuses depends on the water content of 
the volcanic ash. Based on the results, we conducted an experimen-
tal study on track circuit shunting malfunctions that can occur with 
high electrical resistance of volcanic ash (Chapter 3), and decreases 
in insulation performance of insulators that can occur with low elec-
trical resistance of volcanic ash (Chapter 4). In these experiments, 
we mainly used volcanic ash Sb from Sakurajima, which was col-
lected in sufficient quantities. Since sample Sb has a relatively high 
electrical resistivity, it is assumed that the volcanic ash is likely to 
cause track circuit shunting malfunctions, and is unlikely to cause a 
decrease in insulation performance of insulators.

Fig. 2 Electrical resistivity of volcanic ash [3]

Fig. 3  Electrical conductivity and total ion equivalent 
concentration of volcanic ash (partly modified 
from [3])

Fig. 4  Relationship between electrical resistivity of vol-
canic ash at a water content of 20% and electrical 
conductivity of suspension [4]

Fig. 1 Electrical resistivity measurement equipment
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3. Track circuit tests

It is possible that volcanic ash on rails interferes with the ener-
gization between wheels and rails, leading to shunting malfunctions 
[2]. However, the relationship between shunting malfunction and 
thickness of ashfall has yet to be clarified. In this study, we config-
ured a track circuit on a test track in RTRI and ran a train on rails 
scattered with volcanic ash to investigate the effect of volcanic ash 
on the track circuit [3] [5].

3.1 Methods

A simplified schematic figure of the track circuit test is shown 
in Fig. 5. Volcanic ash was scattered over the rails at a thickness set 
for each test case (Table 2) in a test segment which was 5-8 m long 
from the receiving end of a track circuit. A train was run on the track 
for each of these conditions. The residual voltage of the track relay 
and the state of the track relay (making contact or dropped) were 
measured while the train passed over the test track. An axle counter 
was used to determine the timing of the axle passage. The train 
coasted at a speed of 10 km/h while running through the test seg-
ment to prevent the volcanic ash from being blown away. The track 
circuit tests were conducted on a normal track circuit (commercial 
frequency circuit) and an electronic train detector (H type) which is 
used to control level crossings. The shunting sensitivity of the nor-
mal track circuit and electronic train detector on the test track are 
0.12 Ω and 1.4 Ω, respectively.

Although volcanic ash Sb was mainly used in this study, other 
volcanic ash from Sakurajima collected at a different location was 
used for the case applying a 1 mm thickness of ash, to compensate 
for the lack of Sb. In addition to varying the thickness of the volca-

nic ash for each case, the tests were conducted in both dry and wet 
conditions. In order to wet the volcanic ash, water was sprayed on 
the rails after the volcanic ash was scattered. The water content of 
dry and wet volcanic ash was less than 1 % and between 5 and 26%, 
respectively.

3.2 Results

3.2.1 Normal track circuit cases

As examples of track circuit tests, Fig. 6 shows the results for 
(a) no volcanic ash, (b) 0.05 mm thick volcanic ash in dry condi-
tions, and (c) 0.1 mm thick volcanic ash in wet conditions. In case 
(a), the track relay dropped away before the axle counter detected 
the first axle. On the other hand, in the case (b), the track relay did 
not drop when the axle counter detected the first axle, but dropped 
when the first axle left the test segment. This result shows that the 

Fig. 5  Simplified schematic figure of the track circuit 
test (partly modified from [5])

Table 2 Test case of the track circuit test

Fig. 6  Examples of results of track circuit tests (partly 
modified from [5])
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track circuit in the test segment is not electrically shunted by the first 
axle since the volcanic ash interfered with the electrical conduction 
between the wheels and the rails. In case (c), the track relay did not 
drop while the first axle passed through the test segment, but the 
state of the track relay was unstable after the first axle left the test 
segment.

Table 3 shows the results of the track circuit tests. These clarify 
that volcanic ash of 0.025 mm thickness possibly makes the shunt-
ing of the track circuit unstable, and that volcanic ash of 0.05 mm 
thickness possibly causes shunting malfunctions. Additionally, in 
wet conditions, track circuit shunting failed or was unstable even 
after the train left the test segment. After the tests in wet conditions, 
volcanic ash adhered to the rails for several meters to 100 meters 
outside the test segment. The reason for this is that wet volcanic ash 
adhered to wheels and interfered with electrical conduction between 
the wheels and the rails even outside the test segment.

3.2.2 Electronic train detector cases

Table 4 shows the test results of the electronic train detector 
under each test condition of the track circuit tests. These clarified 
that volcanic ash of 0.025 mm thickness makes the shunting unsta-
ble, and that volcanic ash of 0.2 mm thickness causes shunting 
malfunctions. Since the shunting sensitivity of the electronic train 
detector is relatively high, the train detection of the electronic train 
detector is better than that of the normal track circuit.

3.3 Discussions

Volcanic ash accumulation to a thickness of 0.05 mm on rails 
for normal track circuits may cause shunting malfunctions. Howev-

er, volcanic ash accumulation to a thickness of 0.2 mm on rails for 
electronic train detector, may cause shunting malfunctions. These 
tests were conducted in conditions where shunting failure would 
occur easily. It is therefore thought that even if a thicker layer of 
volcanic ash is deposited, shunting may in fact be successful. In 
particular, dry volcanic ash on rails would be easily blown away by 
a passing train.

4. Insulation performance tests

There is a possibility that volcanic ash adhering to insulators 
increases leakage current causing flashovers. Therefore, we con-
ducted experimental study of the insulation performance of insula-
tors with volcanic ash adhered to them [3] [6] [7].

4.1 Methods

We measured the insulation resistance of insulators with volca-
nic ash and the leakage current when single-phase AC voltage or DC 
voltage was applied to the insulators. The test circuit is shown in 
Fig. 7. Three types of insulators (A, B, C) were tested (Table 5). 
Insulators A and B are suspension insulators, and insulator C is a 
long rod insulator. For the suspension insulators (A and B), volcanic 
ash was adhered to them in the four patterns shown in Fig. 8, and for 
the long rod insulator (C), its upper horizontal surface was covered 
with volcanic ash (Fig. 9). Volcanic ash Sb was used, and the 
amount of volcanic ash per 1 m2 of horizontally projected area of the 
insulator (hereinafter called “adhesion density”) was set to 0.2 and 
1.2 kg/m2. Each adhesion density corresponds to thicknesses of 0.2 
mm and 1.2 mm, respectively, assuming that the density of volcanic 
ash is 1 g/cm3. Tap water was sprayed to adhere the volcanic ash to 
the insulators. Furthermore, in order to examine the risk of salt dam-
age when both volcanic ash and salt adhere to the insulator, we also 
conducted a test in which 3% saline solution was sprayed instead of 
tap water.

4.2 Results and discussions

The measured insulation resistance and leakage current when 
AC voltage is applied to the insulators A and B are shown in Fig. 10. 

Table 3  Test results of shunting function on normal 
track circuit against thickness of volcanic ash

Table 4  Test results of shunting function of electronic 
train detector against thickness of volcanic ash

Fig. 7 Test circuit of the insulation performance test

Table 5  Insulators tested in the insulation performance 
test
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In these cases, while tap water was sprayed onto the insulators, 10 
kV AC voltage and 20 kV AC voltage were applied to insulator A 
and to insulator B, respectively. As the adhesion area and adhesion 
density of volcanic ash increased, the insulation resistance de-
creased so that the decrease led to significant increase of the leakage 

current. For example, when volcanic ash was adhered to the entire 
upper and bottom surfaces of insulator A with an adhesion density of 
1.2 kg/m2, the insulation resistance was less than 1 MΩ, and the 
leakage current reached 100 mA when 10 kV AC voltage was ap-
plied. Thus, it was found that the insulation performance significant-
ly deteriorated when volcanic ash was adhered to the entire upper 
and bottom surfaces of the insulator with the adhesion density of 1.2 
kg/m2. When volcanic ash was adhered to the 1/4 upper and bottom 
surfaces of insulator B with an adhesion density of 1.2 kg/m2, elec-
trical discharge occurred and led to a flashover. The leakage current 
in this case shown in Fig. 10 is the maximum value measured just 
before the test equipment stopped due to overcurrent. Based on 
these results, it is thought that insulators installed in conditions 
where volcanic ash can adhere to both sides, such as the insulators 
shown in Fig. 9, are at a relatively high risk of flashover.

Next, the test results when tap water was sprayed and those 
when saline water was sprayed are shown in Fig. 11. The conditions 
of these tests are shown in Table 6. Comparing the results of the 
cases using tap water with those using saline water, it was found that 
the latter tended to have lower insulation resistance and larger leak-

Fig. 8  Adhesion patterns of volcanic ash to suspended 
insulators

Fig. 9  Adhesion of volcanic ash to the long rod insula-
tion [3]

Fig. 10  Results of measurement of insulation resistance 
and leakage current

Fig. 11  Results of measurement of insulation resistance 
and leakage current when tap water or saline 
water were sprayed (partly modified from [3])

Table 6  Conditions of the insulation performance test 
shown in Fig. 11
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age current. Furthermore, when tap water was sprayed, although 
discharge occurred in cases at the adhesion density of 1.2 kg/m2, no 
discharge occurred in all cases at the adhesion density of 0.2 kg/m2. 
On the other hand, when saline water was sprayed, discharge oc-
curred in all cases regardless of the adhesion density. Figure 12 
shows examples of discharge which occurred during the tests. Based 
on these results, it is thought that if volcanic ash adheres to insula-
tors in coastal areas, the risk of flashover will be relatively high.

5. �Mitigation� of� influence� of� ash� fall� on� railways� by� utilizing�
public�information

There are two publicly available ash fall maps: the ash fall 
hazard map issued by the Commission on Mitigation of Volcanic 
Disasters and the VAFF issued by the Japan Meteorological Agency. 
The former hazard maps show expected areas of volcanic ash accu-
mulation by thickness based on results of simulation, in which past 
eruptions and assumptions about eruption scale, wind direction, and 
wind speed. By using these sources of public information, it is pos-
sible to predict locations with a relatively high risk of ash fall.

The VAFF gives three types of information: Scheduled, Prelim-
inary and Detailed Forecasts [1]. The Scheduled Forecasts are is-
sued periodically when there is risk of an eruption. The Preliminary 
Forecasts and the Detailed Forecasts are issued within 5–10 minutes 
and 20–30 minutes of the start of an eruption, respectively. The as-
sumed areas of ash fall in the Preliminary Forecast and the Detailed 
Forecast are categorized into thickness levels: Low (0.0001 to 0.1 
mm), Moderate (0.1 to 1 mm) and Heavy (over 1 mm). The results 
of tests in Chapters 3 and 4 with the category of thickness are shown 
in Fig. 13. Based on Fig. 13, it is thought that there is a risk of track 
circuit shunting failure and insulator flashover in assumed areas of 
“Heavy” ash fall. On the other hand, these risks are thought to be 

small in areas where assumed area of ash fall is not described in 
VAFF. However, since volcanic ash Sb has a relatively high electri-
cal resistivity, it is assumed that the volcanic ash is likely to cause 
track circuit shunting failure, but is unlikely to cause insulator flash-
over.

Based on the results of our tests, we propose some preventive 
actions which railway companies can implement, in normal condi-
tions and in case of ash fall, to mitigate the impact of fallout impact 
on railways, using public information (Table 7). In normal situa-
tions, ash fall hazard maps are useful for railway companies to rec-
ognize areas that are affected by volcanic ash. This assumption is 
usable for determining where to deploy cleaning equipment to re-
move volcanic ash. When a volcanic warning is issued, railway 
companies can strengthen their emergency contact system and con-

Fig. 12  Examples of situations where discharge oc-
curred during the tests [3]

Fig. 13  Results of tests in Chapter 3 and 4 with the cat-
egory of ash fall thickness in the VAFF (partly 
modified from [3])

Table 7  Examples of possible preventive action by rail-
way companies using public information on ash 
fall (partly modified from [5])
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firm their actions at the time of ash fall. However, it should be noted 
that an actual eruption might occur before a volcanic warning is is-
sued. After an eruption, railway companies can utilize VAFFs for 
narrowing assumed areas of ash fall and then visually confirm actu-
al ash fall conditions. Considering the thickness of volcanic ash, 
they can forecast possible crises and examine how those situations 
might be handled, such as carrying out inspections or cleaning facil-
ities.

6. Conclusions

We experimentally examined the electrical properties of volca-
nic ash and the impact of volcanic ash on track circuits and insula-
tors. The results of these examinations are described below.

1) The electrical resistivity of volcanic ash is 106 Ωm or more 
when the water content is less than 2%, whereas about 10 to 100 Ωm 
when the water content is 20%.

2) Volcanic ash thickness of 0.025 mm causes instability in 
normal track circuit shunting, and when the thickness reaches 0.05 
mm, track circuit shunting fails.

3) 1.2 mm thick volcanic ash containing saline water causes 
insulator flashover.

Based on these results, we proposed preventive actions, which 
railway companies can implement based on publicly available infor-
mation on eruptions, to mitigate the impact of ash fall. We think that 
this study can be useful for railway companies to develop disaster 
prevention plans.
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Development of On-board-based Autonomous Train Control Systems
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As a basic technology for realizing autonomous train operation, we propose two functions: a function 
for creating a running profile on board a train and a function for creating a running profile on board to 
recover from delays caused by hazards. Running profiles are generated based on information such as 
timetables. The function for direct control of ground equipment from a train is designed to allow on-board 
equipment to set train routes, control turnouts on that route, and control level crossing warnings as trains 
approach.

Key words:  autonomous train operation, autonomous train control, running profiles, on-board path control, 
level crossing warning control

1. Introduction

Autonomous operation [1], which is being researched and de-
veloped by the Railway Technical Research Institute as an advanced 
form of automatic operation, aims to realize more flexible train op-
eration in addition to improving safety with as little ground equip-
ment as possible. To make autonomous operation a reality, technol-
ogy is needed to enable individual trains to safely control their own 
speed, while at the same time controlling ground facilities such as 
level crossings by monitoring the operating status and the condi-
tions on and along the railway line. In particular, the autonomous 
train control system is the foundation for autonomous operation, and 
it is necessary to establish a technology to systematize train opera-
tion functions including handling, which has conventionally been 
left to train drivers and on-board staff, after installing as many func-
tions as possible on the train. The authors are therefore working on 
the development of a control system in which train control functions 
are integrated into on-board equipment and each train can autono-
mously determine its course and speed (hereafter referred to as an 
autonomous train control system).

In this paper, as basic technologies for configuring an autono-
mous train control system, a function to automatically create a run-
ning profile train schedule by on-board equipment and a function to 
directly control ground equipment from the vehicle are proposed. 
The results of trial calculations of the effects of each function are 
reported. Chapter 2 presents an overview and configuration of the 
autonomous train control system, Chapter 3 describes the function 
for creating a running profile on board, and Chapter 4 describes the 
function for direct control of ground equipment from the vehicle.

2. Overview of autonomous train control systems

2.1 Autonomous train control system configuration

In autonomous operation, it is fundamental that trains can run 
independently. However, in several areas such as urban areas where 
several lines are concentrated, or in line sections with high train 

density, it is necessary to monitor and manage the operation of trains 
in a wide area to ensure smooth operation within the area or the en-
tire line section. For this reason, the authors envisage the following 
two types of system configuration for autonomous operation, de-
pending on transport demand.

(1) Trains run independently and autonomously
Each train creates a running profile and configures its path 

based on the previously input timetable information and dynamic 
map, and its own train position and speed, and then controls the 
turntable and level crossing from on-board [2].

(2) Ground-based support for the autonomous train operation
A device that aggregates and distributes information related to 

train operations, which is called supervisor, is installed centrally on 
the ground, and the supervisor aggregates information on train 
movements, passenger flows, dynamic maps and maintenance for 
the entire line section as shown in Fig. 1. Based on the train schedule 
information provided by the supervisor, each train creates a running 
profile and configures its path, as in (1) above, and controls the 
point-machine and level-crossings from the vehicle.

Fig. 1 Autonomous train control
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2.2  Functions of a train control system in which trains run au-
tonomously

This section presents the functions required for an autonomous 
train control system based on the configuration presented in Section 
2.1. Autonomous on-board control is assumed in the case of normal 
running and when an abnormality occurs. During normal operation, 
the train creates a running profile by configuring the route based on 
the timetable information on board the train, and directly controls 
the point-machine and level-crossings on the path (Fig. 2(a)). When 
a train that has stopped due to the detection of an obstruction along 
the line resumes operation, a running profile is created to recover 
from the delay (Fig. 2(b)).

Based on above, the main functions of an autonomous train 
control system are as follows:
(1)  Generate a running profile on board the train according to the 

on-board timetable information at the time of train departure
(2)  Ensure a safe path for the train
(3)  Direct on-board control of ground equipment, such as point-ma-

chine and level crossing controllers
(4)  Develop a running profile that allows for delay recovery when 

resuming operations after a train has been stopped due to road-
side obstruction detection, etc.

2.3 Equipment configuration

As shown in Fig. 3, the proposed system consists of on-board 
equipment and ground equipment, to implement autonomous control 
on the vehicle. The on-board equipment, on-board DB registering 
vehicle performance and track information and radio equipment are 
mounted on the vehicle to create a running profile, set the route and 
control level crossings. The ground equipment installed on site con-
sists only of a point-machine and control unit for level-crossings.

3. Creation of running profiles in on-board equipment

Each train creates a running profile based on the train schedule, 
which is acquired and held by the on-board equipment, and runs 
according to that running profile. This extends the function of timed 
operation in automatic operation, i.e. running trains according to the 
arrival and departure times at each station set in the train schedule.

In conventional automatic operation, a running profile is creat-
ed in advance and the train runs according to that running profile [3]
[4]. In contrast, in autonomous train control systems, the running 
profile is created and updated on board the train before departure 
from the first station in order to respond flexibly to changes in the 
train schedule, etc. If the train stops between stations due to emer-
gency stop information for example, the train itself recreates the 
running profile and continues its operation.

This chapter described two functions for realizing running pro-
file creation on-board an autonomous train control system: running 
profile creation based on the train schedule and running profile cre-
ation for recovery operation after an emergency stop.

3.1 Ability to create running profiles based on train schedules

The method for creating running profiles based on train sched-
ules is based on [5]. The first step is to create a running profile that 
is based on running with the shortest possible time between stations 
and then applying processes such as reducing the maximum speed 
between stations to create a running profile that satisfies the running 
time between stations specified in the train timetable. The running 
time between stations is calculated from the arrival and departure 
times of each station shown in the train schedule. The advantage of 
this method is that it can instantly create a running profile between 
stations for each train. Therefore, this method was applied to an 
autonomous train control system and an algorithm was developed to 
create a running profile on board.

The algorithm proposed for creating specific running profiles is 
shown below.
a)  Extract the arrival and departure times and arrival and departure 

numbers of each station from the train schedule and then calcu-
late the running time t1 between stations (Step 1).

b)  Create a running curve for the shortest journey time between 
stations from the track data (stop position, gradient, speed limit, 
etc.) and vehicle data (pulling force, train length, running resis-
tance, etc.) recorded on board the vehicle (Step 2).

c)  Compare the running time t2 between stations in the running 
curve created on board with the running time t1 in (1), and when 
the difference is greater than the threshold (t1-t2>T), reduce the 
maximum speed between stations and create the running curve 
again (Step 3).

d)  Repeat process Step 3 with the re-created running curve.
e)  When t1-t2 ≤ T, the running curve is fixed as the running profile 

between stations (Step 4).
An image of the above algorithm is shown in Fig. 4. The algorithm 

assumes a stop at each station, but even in the case of passing trains, it 
can be adapted by taking into account the pursuit interval, which indi-
cates the interval between train arrivals at a station at (ii). [6]

3.2  Function for creating running profiles for recovery opera-
tion after an emergency stop

Unlike automatic operation, the goal of an autonomous train 
control system is to enable trains to autonomously determine when 
a situation allows for service to be resumed and run to the next sta-

Fig. 2  Main functions of autonomous train control system

Fig. 3  Equipment configuration of an autonomous train 
control system
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tion even when they are stopped between stations due to emergency 
stop information, for example. When a train stops between stations, 
it is necessary to create a new running profile from the point where 
the train has stopped to the stopping position at the next station, 
because there is a gap between the running profile created when the 
train left the station and the actual running profile. In addition, the 
running time between stations increases due to train stops between 
stations, resulting in delays. Therefore, by extending the function 
for creating running profiles based on train timetables, we have de-
veloped a function for creating running profiles that autonomously 
recover from delays after resuming operation. The functions for 
re-creating running profiles and recovering train delays are de-
scribed below.

3.2.1 Recreating the running profile

When a train stops between stations, the stopping point of the 
train becomes the new starting point after resumption of operations. 
Therefore, the stopping point is regarded as the starting station in the 
running profile generation described in Section 3.1 and the running 
profile is re-created. However, in order to recover from train delays, 
the following process is used.
a)  The running curve with the shortest running time is used as the 

running profile (even if the train arrives at the next station earlier 
than the train schedule, the processes c) and d) in Section 3.1 are 

not carried out).
b)  When the scheduled departure time at the next station is later than 

the departure time on the train timetable, a shortest running pro-
file is applied between the next station and the station beyond.

3.2.2 Recovering delays by adjusting stop times

A typical train timetable, the minimum stopping time is defined 
at each station including some margin. Therefore, the autonomous 
train control system also attempts to recover from delays by utiliz-
ing this stopping time, depending on the train delay situation. Spe-
cifically, when a delay occurs, the arrival time at the station is com-
pared with the departure time planned in the train schedule, and 
when the difference satisfies the minimum stopping time, the train 
departs from the target station according to the planned departure 
time [6]. However, when the minimum stopping time cannot be met, 
the arrival time at the target station plus the minimum stopping time 
is updated as the departure time at that station.

3.3 Verification of delay recovery effect

The running profile generated by the proposed method and its 
delay recovery effect are estimated in Fig. 5, using the case where an 
emergency stop occurs while the train is running, resulting in a de-
lay. In this example, the running time between stations A and B is 

Fig. 4 Running profile creation function based on train timetables

Fig. 5 Running profile creation function based on train timetables
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defined as 120 s and between stations B and C as 115 s in the train 
schedule. When the train departs from a station, the developed func-
tion creates a running profile on board corresponding to the running 
time, which is the blue line in Fig. 5. The train stops 650 m into its 
journey due to emergency stop information, which creates a signifi-
cant gap with the previous running profile and a delay of approxi-
mately 38 seconds. When the cause of the emergency stop is re-
solved and the train resumes service, the proposed method recreates 
the running profile such that the delay is recovered, represented by 
the orange line in Fig. 5.

When the train runs according to this running profile, the delay 
is restored by approximately 2 seconds at station B and 9 seconds at 
station C. From this, it can be said that the re-created running profile 
also contributes to delay recovery. However, in order to simplify the 
verification process, it was decided that the train would run at con-
stant speed without coasting when the speed limit, including the 
maximum speed, was reached.

4. Ground equipment control from the vehicle

4.1 Path and point-machine control from the vehicle

4.1.1 Proposals for independent route and point-machine control 

In this section, a function is proposed whereby the train itself 
controls the point-machine related on its route, based on the position 
and route of other trains. The concept of the function is that only the 
on-board equipment that has been instructed to lock the point-ma-
chine can unlock it. The ground unit switches the point machine 
under the instructions of the on-board equipment.

4.1.2 Equipment configuration

This function is achieved by the ground control unit, which 
controls the on-board equipment and the field equipment, as shown 
in Fig. 6. The ground control unit is connected only to the point-ma-
chine and controls it. The ground control unit stores information on 
the position and route of the train. The on-board equipment, on the 
other hand, is connected to the dispersed ground control units and 
exercises independent control. The control information transmitted 
between devices is sequentially transmitted between the nearest de-
vices (on-board devices and ground control units or between ground 

control units) as required. The transmission path between devices is 
not limited to a specific line, and it is assumed that a transmission 
line that can establish information transmission between the nearest 
devices is used.

4.1.3  Knowing the position and route of other trains and con-
trolling the point-machine

The on-board equipment transmits and receives control messag-
es to and from the ground control unit to control the route of the train. 
In order to secure the route of its own train, the on-board equipment 
transmits the train position and route control information to the 
ground control unit nearest to the front of the train. The ground con-
trol handles processing based on the received path control information 
and returns the processing results and requested information to the 
on-board equipment concerned, and also transfers the same informa-
tion to the adjacent ground control unit on the inward side of the route. 
This transfer process is repeated until it reaches the ground control 
unit corresponding to the end of the route, so that information is 
shared between the on-board equipment and the ground control units 
concerned. The on-board equipment requests to secure the route can 
acquire the route status of other trains, the status of the preceding train 
and the status of the equipment from the information returned by the 
ground control equipment.

And based on this, the on-board equipment determines the 
route that it can secure and then secures the route, converts the 
point-machine and locks the point-machine. Only the on-board 
equipment that secures and locks the track and the point-machine 
can unlock them, thereby enabling exclusive control over other 
trains. The on-board equipment that has secured the route and 
locked the point-machine can run to the outside of the safe running 
point as a guarding point to ensure safety [2].

4.2 Level crossing control from the vehicle

4.2.1 Radio-based level crossing warning control

In autonomous train control systems, the basic concept of level 
crossing control is similar to the level crossing control in radio train 
control systems shown in Fig. 7.

The level crossing warning control in wireless train control sys-
tems is designed to start the warning at a position where a set warning 
time can be ensured when the train is accelerating towards the level 
crossing at a maximum acceleration at any speed. This allows the 
warning start position to be set further inwards when approaching at 
low speeds, reducing unnecessary warning time compared with the 
current fixed position warning control. However, the current mecha-
nism for starting the warning in radio train control at level crossings 
assumes manual operation by the driver, so the warning is controlled 
at the maximum acceleration so that the driver does not have to limit 

Fig. 6  Route control and point-machine control from the 
vehicle Fig. 7 Radio-based level crossing control.
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the maneuvering after the warning has been started. Therefore, it is 
not a constant-time warning control in the original sense.

4.2.2 Warning control functions

First, the on-board equipment calculates an expected time of 
arrival at the level crossing based on train speed and position in the 
running profile. This is used to determine a ‘trigger’ position to ini-
tiate the warning for closure of the level crossing (‘warning start 
profile’). When the train reaches this position information to initiate 
the warning is transmitted by the on-board equipment to the level 
crossing. Figure 8 shows a warning start profile. To calculate the 
warning start profile, a value obtained by adding two other values is 
used: the radio transmission delay time as a margin to the set warn-
ing time and adding the fluctuation range of the speed detection 
sensor to the speed information of the running profile. Furthermore, 
an overspeed prevention profile is provided to prevent the actual 
train speed from exceeding the pre-set running profile and to prevent 
the warning time from being insufficient.

For level crossings related to station departure conditions, such 
as level crossings located in the station departure direction, the ar-
rival time to the level crossing is calculated from the running profile, 
and departure is deterred for the missing time to prevent the warning 
time from being insufficient. For example, when the arrival time at 
a level crossing is 10 s short for set warning time, warning is started 
10 s before the scheduled departure time from the station.

4.2.3 Train protection functions

The on-board equipment generates a protective profile on the 
train at level crossings based on information such as brake deceler-
ation and position of level crossing position registered in the on-
board DB, as shown in Fig. 8 [7]. When the train speed exceeds the 
protection profile speed, the system automatically releases the ser-
vice or emergency brake.

In normal conditions, the system receives ‘no obstruction de-
tected’ as status information from the level crossing in addition to 
closure complete status, and then the protective profile is deleted. 
On the other hand, when there is an obstruction at a level crossing, 
the system receives ‘Obstruction detected’ and maintains the protec-
tion profile to ensure that the train stops before the level crossing. 

However, if the obstruction is detected just before the train enters 
the level crossing, the train may not be able to stop before the level 
crossing depending on the time of detection. At this point, as soon as 
the ‘obstruction detected’ is received, the protective profile is rein-
stated and the emergency brake is applied. The protective profile is 
designed taking into account the vehicle’s brake deceleration, idle 
time, and the set warning time to ensure that normal operation is not 
affected when the closure of the level crossing is completed.

 In an autonomous train control system, resuming operations 
after a stop due to a protection profile is also performed automatical-
ly. In particular, when it is judged that there are no obstacles to re-
suming operation, by combining information from various sensors 
on board the train and on the ground, it is important to have a func-
tion to erase the protective profile or generate a speed-restriction 
profile. In addition, it is possible to envisage situations where, for 
example, a level crossing that has begun to close may have to reopen 
because of a major delay or if service is suspended. However, in 
these situations, the concept of station departure should be applied 
and, if necessary, a departure deterrent should be applied to prevent 
insufficient warning time.

4.3 Verification of the effectiveness of warning time reduction

The effect of the proposed level crossing warning control sys-
tem (running profile system) on reducing warning time was com-
pared with the current fixed position warning control system (cur-
rent system) and the level crossing warning control system in radio 
train control systems (maximum acceleration system). The warning 
times were estimated for three different cases: acceleration, constant 
speed where the speed change is less than 10 km/h and deceleration. 
As a case study, a simulated running profile between stations was 
created using SPEEDY which is an system for creating running 
profiles, with position and speed information given as data approxi-
mately every 10 m. Three level-crossings for verifying the perfor-
mance of each system were tested: 1,101 m as acceleration case, 
3,064 m as constant speed case and 5,200 m as deceleration case, 
and the warning time was set to 34 s for each case. The vehicle per-
formance was set to a maximum speed of 100km/h and a maximum 
acceleration of 2.0 km/h/s. A margin of 3 seconds was set in consid-
eration of transmission delays due to wireless communication be-
tween the vehicle and the level crossing, and a value of 2 km/h was 
added to the running profile as the fluctuation range of the speed 
detection sensor when calculating the running profile. The results of 
the warning time calculations are shown in Fig. 9 and Table 1.

The warning time of the current system is calculated with the 
maximum speed and therefore varies depending on the running 
profile. Therefore, although the warning distance is a constant value 
of 945 m at 100 km/h, 34 s, in the maximum acceleration method, a 
shortening effect is obtained in acceleration cases where the ap-
proach speed is low. However, for approaches near the maximum 
speed, the warning time is extended by, for example, the transmis-
sion delay margin, compared with the current method. On the other 
hand, in the running profile system, a margin of 3 s for transmission 
delay and a speed margin of 2 km/h which is about 1 second are 
added. Nevertheless, in all cases, the warning starts at 38 s.

Therefore, if a running profile can be obtained in advance, as in 
the system proposed here, the running profile method can improve 
the accuracy of the constant-time control and contribute significant-
ly to reducing the warning time.

Fig. 8  Overview of warning control and train protection 
functions
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5. Conclusion 

This paper proposed functions and equipment configuration for 
an autonomous train control system developed for autonomous train 
operation. Specifically, the method’s concept and its implementation 
aim to provide a function that allows on-board setting of train routes 
and running profiles based on the train’s running position and speed, 
directly controls ground facilities such as turnouts and level cross-
ings. This paper also describes the results of a trial calculation to 
evaluate the effectiveness of the function.

Enabling the on-board generation of running profiles allows 
trains in operation to automatically generate a running profile fol-
lowing a disruption such as a delay. This enables train operations to 
recover autonomously from, for example, delays caused by stopping 
between stations because of emergency stop information. In addi-
tion, the on-board train path and turnout control function makes it 

possible to run trains safely without installing a central control unit 
on the ground. Furthermore, the proposed level crossing control 
method also enables the automatic control of level crossing closure 
based on running profiles and the automatic control of resumption of 
operations if a train stops because of the generation of a protective 
measure in its running profile.

In future, prototype on-board and ground equipment equipped 
with the functions of an autonomous train control system and the ability 
to make operational decisions in response to hazards will be tested to 
verify the feasibility and effectiveness of autonomous train operation.

References

[1]  Kawasaki, K., “Autonomous train operations and improved 
convenience and efficiency,” RRR, Vol. 76, No. 1, pp. 12-15, 
2019 (in Japanese).

[2]  Soga, K., Sugiyama, Y. and Sakurai, Y., “Safety verification of 
autonomous path control in an operation system mainly 
controlled from the vehicle,” IEEJ Industrial Applications 
Division Conference, 2022. (in Japanese).

[3]  Kimura, A., “Proposal of a Timed Operation Control for Electric 
Vehicles Using Time-Position Profiles,” IEEJ Transactions D, 
Vol. 119, No. 7, pp. 942-949, 1999. (in Japanese).

[4]  Oya, J., Iba, S. and Nakazawa, H., “Automatic Train Operation 
System for Subway Trains,” Toshiba Review, Vol. 63, No. 12, 
pp. 41-45, 2008. (in Japanese).

[5]  Takeuchi, Y., Sakaguchi, T., Kumazawa, K., Kunimatsu, T. and 
Sato, K., “Improvement of Train Operation and Passenger Flow 
Simulator for Detailed Estimation of Train Movement on High 
Frequency Railway Lines,” Quarterly Report of RTRI, Vol. 56, 
No. 1, pp. 39-44, 2015.

[6]  Kumazawa, K., Toyama, T., Oko, N. and Ono, Y., “Operation 
profile generation method based on pursuit intervals,” 2022 
IEEJ National Convention, 2022 (in Japanese).

[7]  Fujita, H., Takasaki, K., Shindo, T., Issiki, R., Soga, S. and Kitano, 
T., “Study of a level crossing control method for automatic and 
autonomous running,” 2023 IEEJ National Convention, 2023 (in 
Japanese).

Authors

Takayasu KITANO, Ph.D.
Senior Researcher, Train Control Systems 
Laboratory, Signalling and Operation 
Systems Technology Division
Research Areas: Communication-based Train 
Control System, Wireless Communication 
System

Kazumasa KUMAZAWA
Senior Researcher, Transport Operation 
Systems Laboratory, Signalling and 
Operation Systems Technology Division
Research Areas: Running Time and Headway 
Calculation

Hiroyuki FUJITA
Senior Chief Researcher, Head of Train 
Control Systems Laboratory, Signalling and 
Operation Systems Technology Division
Research Areas: Signalling systems, 
Automatic Train Protection, Reliability

Yoichi SUGIYAMA
Assistant Senior Researcher, Train Control 
Systems Laboratory, Signalling and Operation 
Systems Technology Division
Research Areas: Radio Train Control System

Fig. 9  Warning time calculation results and running pro-
files

Table 1 Results of warning time calculations

QR of RTRI, Vol. 65, No. 4, Nov. 2024 257



Verification of Combined Maintenance Effect by Tamping and Grinding  
and Application to Decision Support System for Conventional Lines

Mami MATSUMOTO
Track Geometry & Maintenance Laboratory, Track Technology Division

Kenya MORI
Track Geometry & Maintenance Laboratory, Track Technology Division (Former)

In the case of ballasted tracks, track irregularity and rail surface roughness gradually increase due to 
repeated loadings from passing trains. Ballast tamping and rail grinding are carried out to repair these 
problems as part of general maintenance work. This paper verifies the effect of combining these two types of 
track maintenance to reduce the speed of track deterioration. Furthermore, extending the previously 
developed combined maintenance planning system, the authors simulate maintenance plans considering the 
effect of combined maintenance.

Key words:  track maintenance, rail grinding, track irregularity progression, axle-box acceleration, 
combined maintenance planning system

1. Introduction

Although ballasted track is relatively simple to lay and eco-
nomically advantageous, the shape of the track and the materials 
used in the track gradually deteriorate due to repeated train passag-
es. Among these deteriorations, those that have a significant impact 
on the ride comfort and running safety of the train are the minute 
roughness of the rail surface and the gradual increase in irregularity 
of the track in relation to its normal position due to deformation of 
the ballast layer caused by repeated train loads. Accordingly, for the 
former, railway operators generally use a rail grinding machine to 
repair the rail surface, while for the latter, a tamping machine is 
utilized in ballast tamping (track irregularity maintenance). Efficient 
planning and execution of these maintenance activities is an import-
ant issue for railway operators to reduce costs, as the costs associat-
ed with rail grinding and track irregularity maintenance are high.

In previous studies on the efficiency of track maintenance plan-
ning, a model was designed to estimate future track irregularity 
from track irregularity data and generate an optimal track irregular-
ity maintenance plan. Based on this model, a system was developed 
to generate an optimal operation plan for the tamping machine and 
the rail grinding machine [1, 2]. Moreover, it is known that when 
track irregularity maintenance and rail grinding are combined and 
carried out at the same time (hereinafter referred to as “combined 
maintenance”), the progression of longitudinal level irregularity is 
suppressed compared to that before combined maintenance [3]. And 
a system has been devised to create a combined maintenance plan 
for tamping machines and rail grinding machines [3]. This system 
considers that the interval between periods of maintenance for track 
irregularities can be extended by performing combined mainte-
nance, thereby reducing frequency of track maintenance. However, 
these studies were conducted on Shinkansen lines, and the effects of 
combined maintenance were not clarified for conventional lines 
with different annual tonnage, and maintenance intervals for tamp-
ing and rail grinding.

Accordingly, in this study, we carried out trial runs for the ap-
plication of combined maintenance on conventional lines and veri-
fied the effect of suppressing the progression of longitudinal level 
irregularity. Moreover, for the existing combined maintenance 
planning system, we investigated the input parameters suitable for 

conventional lines, and devised methods for the simple creation of 
combined maintenance plans for conventional lines. Additionally, 
we discuss the results of a simulation of the combined maintenance 
plan for conventional lines using this system [4].

2.  Verification of efficacy of combined maintenance for conven-
tional lines

2.1 Selection of trial section

A series of trial runs were conducted on multiple sections of 
conventional lines to assess the efficacy of combined maintenance 
in suppressing the progression of longitudinal level irregularities. 
The occurrence of rail surface roughness and the impact of rail 
grinding on the improvement of rail surface roughness were also 
investigated. Note that, the rail surface roughness and axle-box ac-
celeration data presented in this paper have been subjected to a 
bandpass filter process (hereinafter referred to as “BPF processed”) 
in the wavelength band of corrugation formation of the rail surface 
roughness caused by inside track wear occurring in the target line 
section.

For selection of trial sections, we referred to the candidate lot 
selection model [3] for combined maintenance as utilized in Shink-
ansen lines, and set the conditions suitable for conventional lines. 
Table 1 shows the conditions for selecting candidate lots in com-
bined maintenance of conventional lines. The lots meeting all the 
three conditions are selected as candidate lots for combined mainte-
nance. The concept of each condition is described as follows.

In condition No. 1 we identify the lots where the longitudinal 
level irregularity is expected to exceed the threshold value such as 
the maintenance target value by the end of the year, since it is diffi-
cult to realize the longitudinal level irregularity improvement effect 
even if tamping is performed on a lot with a minor longitudinal 
level irregularity. In condition No. 2, using the indicator of axle-box 
acceleration, which has a high correlation with track surface rough-
ness and can be continuously measured in the car, we select the lots 
where the effect of rail grinding on roughness improvement is most 
likely to be realized. In condition No. 3, adequate improvement in 
track irregularity cannot be achieved even when combined mainte-
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nance is performed on lots where the ballast condition is poor. Con-
sequently, we use the indicator of longitudinal level irregularity 
(5-m chord), which is considered to be a more suitable means of 
evaluating the condition of the ballast than previous studies [5].

Note that the thresholds for longitudinal level irregularity (10-
m chord) (condition No. 1) and axle-box acceleration (condition No. 
2) were used as a guideline for the introduction of tamping and rail 
grinding in the trial sections. Accordingly, the threshold values are 
higher than those used in the Shinkansen.

Table 2 shows the trial sections selected by additionally consid-
ering the operational condition of tamping and rail grinding, from 
the candidate lots for combined maintenance selected by applying 
the aforementioned conditions. Note that, all the sections were 25-m 
fixed-length rail sections, and tamping was performed prior to rail 
grinding. All the trial sections were selected from the same sin-
gle-track section, with the exception of section C, which was a 
double-track section causing the annual passing tonnage to be dif-
ferent. The “maintenance length” in the table presents the mainte-
nance length for combined maintenance. “Combined maintenance 
interval” denotes the number of days between tamping and rail 
grinding.

2.2  Investigation of the effect of repairing rail surface rough-
ness using rail grinding

To confirm the efficacy of rail surface roughness repair by rail 
grinding, we measured the rail surface roughness on trial sections 
A-C shown in Table 2 before and after rail grinding. Figure 1 shows 
the rail surface roughness before and after rail grinding on the inside 
track of the curved sections A and C. As observed in Fig. 1 (a), for 
section A, the amplitude of the rail surface roughness barely de-
creased after grinding, which may be due to the inadequate number 
of passages. The number of passages refers to the number of times a 
rail grinding car passes through while grinding with whetstone in 
one maintenance intervention. In contrast, for section C as shown in 
Fig. 1 (b), the amplitude of the rail surface roughness after rail 
grinding was significantly reduced compared to that before rail 
grinding, indicating that the rail surface roughness improved due to 
an adequate number of passages with the rail grinding car.

Accordingly, for section C, the relationship between the num-
ber of passages and rail surface roughness was investigated when 
rail grinding was conducted. The amplitude of the rail surface 
roughness was evaluated using the average rail surface roughness, 
which was calculated by multiplying the total amplitude of the rail 
surface roughness waveform assuming an ideal sine wave, by 2√2 
times the standard deviation of the rail surface roughness waveform 
in a certain section [6]. Note that, to exclude the influence of large 
values that occur locally due to rail joints, such as the section sur-
rounded by the red dashed line shown in Fig. 1 (a), the average rail 
surface roughness was calculated with a 25-m lot, excluding 1 m 
before and after the joints. Furthermore, rail grinding in these track 
sections was carried out using a grinding car equipped with eight 
grinding heads manufactured by SPENO.

Figure 2 shows the relationship between the number of passes 
and the average rail surface roughness when rail grinding was done 
on the C section lot No. 1 - No. 3 shown in Fig. 1 (b). As observed 
in this Fig. 2, the average rail surface roughness in all lots in this 
section was approximately 0.10-0.15 mm before grinding. Howev-
er, the average rail surface roughness was significantly reduced in 
the 7th-12th grinding passage, with the average rail surface rough-
ness after the 12th passage remaining largely unchanged. Accord-
ingly, for section C, 12 passages were likely to be adequate for re-
pairing rail surface roughness.

2.3  Verification of suppression effect regarding longitudinal 
level irregularity progression

Figures 3 and 4 show the speed of longitudinal level irregulari-
ty progression and the standard deviation for the 25-m lots before 
and after the combined maintenance in the test sections A-D. As 
observed in Fig. 3, the longitudinal level irregularity progression 
after maintenance is smaller than that before maintenance in most 
lots. Moreover, irrespective of the longitudinal level irregularity 
progression before maintenance, the longitudinal level irregularity 
after maintenance is within a certain value. Accordingly, it is likely 
that the larger the track irregularity before maintenance, the greater 
the difference in longitudinal level irregularity progression before 
and after maintenance, and the greater the suppression effect regard-
ing longitudinal level irregularity progression.

Figure 4 shows the relationship between the difference in the 

Table 2 Test section of combination maintenance

Table 1  Conditions for selection of candidate lots in 
combined maintenance

Fig. 1 Rail surface roughness
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average rail surface roughness before and after rail grinding (aver-
age rail surface roughness improvement) in the inside track of the 
trial sections A-C and the difference in longitudinal level irregulari-
ty progression before and after maintenance. The observed trend is 
that the greater the average rail surface roughness improvement due 
to rail grinding, the greater the combined maintenance effect on 
longitudinal level irregularity progression. This is because the dif-
ference in longitudinal level irregularity progression represents the 
suppression effect on longitudinal level irregularity progression due 
to combined maintenance. Moreover, in the same figure, it is ob-
served that at lots where the amount of improvement in rail surface 
roughness is small due to an insufficient number of passes, such as 
in section A shown in Fig. 1 (a), the combined maintenance effect 
also tends to be small.

Figure 5 shows the change in standard deviation of the longitu-
dinal level irregularity and the axle-box acceleration in a 25-m lot 
within section D. Although the rail surface roughness was not di-
rectly measured in section D, it is likely that a certain amount of rail 
surface roughness was repaired by rail grinding, because after the 
rail grinding the axle-box acceleration was reduced by about half of 
that before grinding. As observed in the same Fig., when only tamp-
ing was performed, there was no significant change in longitudinal 
level irregularity progression before and after maintenance. Howev-
er, when tamping and rail grinding were combined and performed 
concurrently, the longitudinal level irregularity progression was 
significantly reduced after maintenance compared to that before 
maintenance. Furthermore, in this example, it is observed that the 
suppression effect on longitudinal level irregularity progression due 
to combined maintenance persists for at least three years.

The aforementioned results indicate that, as was observed in 

the Shinkansen lines, the longitudinal level irregularity progression 
before combined maintenance is also significant on conventional 
lines. Furthermore, it can be seen that the greater the amount of rail 
surface roughness improvement due to rail grinding, the more the 
combined maintenance effect is realized.

3. Model for estimation of effect of combined maintenance

3.1  Relationship between rail surface roughness and axle-box 
acceleration

The utilization of axle-box acceleration, which can be mea-
sured continuously on trains, is known to be an effective method for 
assessing rail surface roughness [6]. Accordingly, in order to con-
struct a model for estimating the combined maintenance effect in the 
target line section of this analysis, we ascertained the relationship 
between axle-box acceleration and rail surface roughness.

For sections A-C, Fig. 6 shows the relationship between the 
average rail surface roughness obtained using the rail surface rough-
ness continuous measuring equipment and the standard deviation of 
axle-box acceleration for the 25-m lot, as measured at the front axle 
of the bogie in the track inspection car. Figure 7 shows a robust 
correlation between the rail surface roughness and the axle-box ac-
celeration (standard deviation), with a correlation coefficient of 
0.963. Note that, the running speed of the track inspection car in the 
section analyzed in this study was distributed in the range of 60-65 
km/h. In a previous study [6], the axle-box acceleration data at the 
front axle of the bogie were BPF processed according to the wave-
length band of rail corrugation formation caused by track wear. The 

Fig. 5  Change of longitudinal level irregu-
larity and axle-box acceleration

Fig. 6  Rail surface roughness 
and axle-box accelera-
tion

Fig. 7  Estimation Accuracy of 
irregularity progression 
ratio

Fig. 3  Irregularity progression be-
fore and after combination 
maintenance

Fig. 4  Average rail surface rough-
ness improvement

Fig. 2  Number of passes and aver-
age rail surface roughness
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data were collected under normal running speeds (approximately 
40-70 km/h) depending on the curve radius. The data indicate that 
the impact of running speed on rail surface roughness is small, mak-
ing it suitable for evaluating rail surface roughness. Based on these 
observations, using the relationship shown in Fig. 6, the rail surface 
roughness can likely be estimated using the axle-box acceleration 
for the section excluding the low-speed running sections such as 
stations.

3.2  Model for estimation of effects of combined maintenance on 
conventional lines

For the Shinkansen lines, a model for estimating the combined 
maintenance effect has been proposed using the improvement in 
axle-box acceleration due to rail grinding, and the order and interval 
of maintenance combining tamping and rail grinding as explanatory 
variables [3]. However, since the amount of rail grinding required 
on conventional lines is much smaller than that required on the 
Shinkansen lines, sufficient data on maintenance sequences and in-
tervals could not be collected in this verification. Accordingly, using 
the data collected in this verification, we proposed an estimation 
model for the effect of combined maintenance on conventional lines 
without using maintenance order and interval as explanatory vari-
ables.

Based on the results of the previous section, the suppression 
effect of combined maintenance on longitudinal level irregularity 
progression, was likely affected by the longitudinal level irregulari-
ty progression before maintenance ∆σb mm/year as shown in Fig. 3, 
and the amount of improvement in rail surface roughness due to rail 
grinding as shown in Fig. 4. In addition, since according to section 
3.1, there is a strong positive correlation between rail surface rough-
ness and axle-box acceleration, it is likely that there is a strong cor-
relation between the amount of improvement in rail surface rough-
ness and the amount of improvement in axle-box acceleration αimp 
m/s2, which are the respective differences for these indicators before 
and after the maintenance. Based on these relationships, an estima-
tion model of the longitudinal level irregularity progression ratio r 
(the ratio of longitudinal level irregularity progression after mainte-
nance to longitudinal level irregularity progression before mainte-
nance) for combined maintenance was constructed as shown in 
equation (1), using regression analysis with ∆σb and αimp for sections 
A-D as parameters. The same equation shows that the greater the 
longitudinal level irregularity progression before maintenance and 
the greater the improvement in the axle-box acceleration resulting 
from rail grinding, the smaller the longitudinal level irregularity 
progression ratio r, and the greater the combined maintenance ef-
fect.

 (1)

The coefficient of determination of this equation was 0.945, 
indicating that the regression equation exhibited high goodness of fit 
and high explanatory power as an estimation model of the longitudi-
nal level irregularity progression ratio r.

Figure 7 shows the relationship between the estimated value of 
the longitudinal level irregularity progression ratio r and the mea-
sured value. In the same figure, it is observed that the estimated 
value and the measured value exhibited a close correlation, with an 
RMSE (root mean square error) of the difference between the two 
values of 0.174. Although equation (1) above is an estimation equa-
tion for the purpose of application to the target line section in this 
analysis, it is likely that an estimation model of the longitudinal 
level irregularity progression ratio due to combined maintenance 

can be constructed for another line section using the method de-
scribed here.

4. Combined maintenance planning system

4.1 System configuration

By coupling the following three systems, the combined mainte-
nance planning system enables easy formulation of an operation 
plan for the tamping machine and the rail grinding machine in com-
bined maintenance. The first system is the Railway Condition Ana-
lyzer (RCA) [7], which evaluates track conditions using track in-
spection data. The second system is the tamping machine (Multiple 
tie Tamper) Scheduler (MTS) [1], which creates a tamping schedule. 
The third system is the Rail Grinding Scheduler (RGS) [2], which 
creates operating plans for the rail grinding car.

Figure 8 shows the configuration of the combined maintenance 
planning system. First, using RCA, we select “candidate lots for 
combined maintenance” where combined maintenance is expected 
to be effective. Note that, as shown in Table 1, the parameters used 
are different from those for Shinkansen lines. Next, MTS is utilized 
to generate the tamping schedule with longitudinal level irregularity 
serving as the indicator. At this point, the conditions are set such that 
tamping is conducted at the combined maintenance candidate lots 
within the designated plan period. Finally, using RGS, the rail grind-
ing car operation plan is created with the input of axle-box acceler-
ation as the indicator. The plan is created such that, at the candidate 
lots for combined maintenance, the rail grinding will be conducted 
within a certain period of time before and after the tamping period. 
This approach is expected to result in the maintenance of track irreg-
ularities by the tamping machine, the repair of rail surface rough-
ness by the rail grinding machine, and the suppression of longitudi-

= 1 − 0.0205 × − ∆ (where0 ≤ r ≤ 1)

Fig. 8 Combined maintenance planning system
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nal level irregularities due to the combined maintenance effect.

4.2  Combined maintenance planning simulation using the system

4.2.1 Simulation condition

A simulation was conducted to assess the operational plan for 
the tamping machine and rail grinding machine, as well as the esti-
mation of track conditions in consideration of combined mainte-
nance over a three-year period. To achieve this, we used the com-
bined maintenance candidate conditions (Table 1) and integrated the 
results of the estimation of combined maintenance effects described 
in section 3 into the maintenance planning system. The following 
are the five conditions for the simulation.

A) Target line sections and number of lots planned
The target was one control area in the same line section as the 

trial section shown in Table 2. This area was a single-track section, 
and one tamping machine and one rail grinding machine were as-
sumed. The length of a lot, which is the minimum distance unit at 
the time of planning, was set at 100 m, with the total number of lots 
in the target area being 1,270 (equivalent to 127 km). Of these, 
1,000 lots were used in the planning, excluding 270 lots, including 
crossings, and non-ballast sections, where rail surface roughness 
evaluation using axle-box acceleration was inappropriate because of 
low-speed driving.

B) Track inspection and axle-box acceleration data
We used the latest three years of data on track inspection and 

axle-box acceleration. For the target sections the data were mea-
sured four times using track inspection cars, among which, the ax-
le-box acceleration at the front axle of the bogie was measured two 
times. Excluding the data where appropriate axle-box acceleration 
data could not be collected, the data utilized comprised track inspec-
tion data from 11 track inspection runs, and axle-box acceleration 
data from four track inspection runs.

C)  Plan of maintained length of track and number of maintenance 
days

The planned length of track to be maintained per day and the 
number of days of maintenance planned annually were set to be 
close to the most recent results of tamping and rail grinding. The 
planned tamping length was set at 46.8 km/year and the planned rail 
grinding length was set at 14.4 km/year.

D) Amount of improvement due to rail grinding
As shown in Fig. 2, with adequate number of passes, the rail 

surface roughness after grinding is likely to be about 0.04 mm or 
less. Moreover, based on the equation of the relationship between 
the rail surface roughness and the axle-box acceleration shown in 
Fig. 6 (axle-box acceleration = 141.0 × rail surface roughness), it 
can be estimated that the rail surface roughness of 0.04 mm corre-
sponds to an axle-box acceleration of 5.6 m/s2. Accordingly, the 
axle-box acceleration after grinding was set to be uniform at 5.6 m/
s2 irrespective of the axle-box acceleration before grinding. Note 
that, the adequate number of passes for rail grinding should be de-
termined from the rail surface roughness that can be estimated from 
the axle-box acceleration in Fig. 6 and the rail surface roughness 
measured before maintenance.

E)  Maintenance designation of combined maintenance candidate 
lots

In the combined maintenance candidate lot selection conditions 
shown in Table 1, we set the condition No. 2 regarding the rail 
grinding target to be axle-box acceleration of 13 m/s2 or more, to 
select even more candidate lots, and simulated a plan considering 
combined maintenance. Moreover, we simulated the case where the 
operating plan for the tamping machine and the rail grinding ma-
chine were created independently without considering the combined 
maintenance and its effects.

4.2.2 Simulation results

Figure 9 shows an example of the change in longitudinal level 
irregularity (standard deviations) of lots for which combined main-
tenance was planned. In the proposed system, the estimation model 
for the effect of combined maintenance derived in section 3.2, en-
ables estimating the change reflecting the suppression effect of lon-
gitudinal level irregularity progression after combined maintenance.

Moreover, Table 3 shows the longitudinal irregularity progres-
sion and longitudinal irregularity at the beginning of the first year 
and at the end of each year in the maintenance plan obtained in this 
simulation, as the average value of all lots (1,000 lots) considered in 
the plan. The results of longitudinal level irregularity progression 
indicate that, when combined maintenance is considered, the sup-
pression effect of longitudinal level irregularity progression is accu-
mulated as the year passes, such that the longitudinal level irregular-
ity progression at the end of each year decreases. In contrast, if 
combined maintenance is not considered, the longitudinal level ir-
regularity progression at the end of each year will increase slightly. 
Next, the results of longitudinal level irregularity indicate that, 
considering combined maintenance it is only slightly smaller at the 
end of the first year, but as the second and third years pass, the lon-
gitudinal level irregularity becomes even smaller when combined 
maintenance is considered. That means, it results in improved track 
conditions. Note that, although as described above, the track irregu-
larity progression increases slightly year by year when combined 
maintenance is not considered, the track irregularity is smaller than 
at the start of the project, since the effect of improving the track ir-
regularity by maintenance exceeds this.

Based on the aforementioned results, it is likely that combining 
tamping machine and rail grinding machine in maintenance opera-
tions can suppress longitudinal level irregularity progression and 
improve the track conditions in the line section. Moreover, consid-

Table 3 Result of simulation

Fig. 9  Longitudinal level irregularity of combined main-
tenance lot
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ering that, as the years passed, it became more advantageous to 
consider combined maintenance, it is likely that even if it is difficult 
to observe the effect of combined maintenance on conventional 
lines in the short term, the effect accumulates and produces a large 
effect by continuing it in the medium to long term.

5. Conclusion

The findings of this study are as follows.
(1) To verify the combined maintenance suppression effect on longi-
tudinal level irregularity progression on conventional lines, we 
conducted trial runs of combined maintenance. The results demon-
strated that the greater the amount of improvement in rail surface 
roughness due to rail grinding, and the greater the longitudinal level 
irregularity progression before maintenance, the greater the effect of 
suppression of longitudinal level irregularity progression due to 
combined maintenance.
(2) For application to conventional lines, we analyzed the candidate 
lot selection conditions and estimation models for the effects of 
combined maintenance. Based on the results, we investigated the 
input parameters suitable for conventional lines, for use in a com-
bined maintenance planning system for creating an operating plan 
utilizing the tamping machine and the rail grinding machine. More-
over, we verified that the combined maintenance effect estimated by 
this model was close to the measured value.
(3) We performed a simulation with the combined maintenance 
planning system. The results indicate that planning tamping and rail 
grinding in combined maintenance can reduce longitudinal level ir-
regularity and longitudinal level irregularity progression, i.e., it can 
lead to improved track conditions.

We plan to conduct further studies regarding the practical appli-

cation of combined maintenance, such as follow-up surveys of the 
duration of the combined maintenance effect and analysis of the 
length of the appropriate combined maintenance plan.
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Obstacle Detection Method using On-Train Forward-facing Cameras and Sensors
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Developing sensing technology that can reliably detect obstacles on the track well ahead of a train is 
essential for advancing on-train forward-facing track monitoring. Therefore, we developed a method for 
detecting obstacles in front of trains using cameras and sensors. In our method, obstacles such as people and 
vehicles are detected by combining multiple sensors within a detection area around the tracks. In this paper, 
we report on the results of a study of sensor configurations suitable for obstacle detection, the detail of our 
detection algorithm using cameras and LiDARs or a stereo camera, and the results of detection performance 
evaluation according to distance between train cab and object. 

Key words: train forward surveillance, obstacle detection, LiDAR, sensor fusion

1. Introduction

It is important to reduce the risk of accidents involving obsta-
cles on railway tracks in order to further improve railroad safety. If 
we can develop technology that uses a forward monitoring system to 
detect obstacles on the tracks, it will help maintain operational safe-
ty. Furthermore, this technology will be essential for future automat-
ic operation of trains. In recent years, driver assistance systems us-
ing cameras and sensors have become popular in the automotive 
field to prevent accidents. The use of such sensing technology is 
considered effective as a driver assistance measure for railroads as 
well. However, trains run at higher speeds and over longer braking 
distances than automobiles.

Therefore, we are developing a method for detecting obstacles 
using cameras and sensors for operational support for railroads, with 
the aim of constructing a system capable of monitoring tracks for 
objects further away from the driving position than operational sup-
port systems in the automotive field [1].

This paper first describes the characteristics of each sensor and 
presents the results of a desk study of sensor configurations suitable 
for detecting different obstacles, based on the characteristics of ob-
stacles on the tracks that should be detected. Secondly, detection 
algorithms using typical sensor configurations (camera + LiDAR 
and stereo camera) are developed, and the detection performance for 
obstacles at different distances is verified based on data obtained 
from tests and real trains.

2. Organization of requirements for obstacle detection

To organize the requirements for the obstacle detection method, 
we established environmental conditions and targets for detection. 
In addition, sensor configurations to meet the requirements were 
organized based on the characteristics of the sensors and the obsta-
cles to be detected.

2.1 Target obstacles

In setting the target, we investigated past accident data in order 
to understand the situation of accidents in Japan involving contact 
with obstacles on or along railway tracks. Specifically, we analyzed 
a total of 8,343 cases of accident information stored in the “Railway 

Safety Database” [2] that resulted in serious accidents or delay due 
to contact between trains and obstacles during the past 20 years 
(2001-2021). The number of accidents by time of day is shown in 
Fig. 1. It has been confirmed that accidents can occur at any time of 
day and night when commercial trains are in operation. Figure 2 
shows the number of accidents by obstacle. The most frequently 
occurring obstacle was a person, accounting for more than half of all 
accidents. This was followed by collisions with automobiles and 
motorcycles. Based on the above, in this study, we set the detection 
targets as three-dimensional objects such as people, vehicles, falling 
rocks, and fallen trees that enter the railway tracks, and aimed to 
detect these objects both in day and night time. 

2.2 Characteristics of obstacles

Table 1 compares the characteristics of several sensors used 
mainly in ADAS for automobiles. A camera is a sensor that captures 
the light reflected from an object onto an imaging element, allowing 
the color and texture of the object to be captured in fine detail. Thus, 
it is possible to identify not only the presence or absence of an object 
from an image, but also its type. On the other hand, when illumina-
tion decreases at night, especially when there is no light source in 
the vicinity, performance deteriorates. A stereo camera consists of 
several cameras (generally two cameras) which can recreate the 
three-dimensional shape of an object based on the principle of trian-
gulation, but its performance degrades at night when there is no light 
source in the vicinity, as is the case with cameras. LiDAR is a sensor 
that uses the reflection of a near-infrared laser with a wavelength of 
900 to 1,500 nm to make measurements, and it is capable of identi-
fying objects day or night as point cloud data, a set of laser points. 
The 3D ranging accuracy is higher than that of stereo cameras, and 
some models can detect distant objects. However, since laser points 
have only position and reflectance information, it is difficult to cor-
rectly identify the type of object unless there is a large difference in 
the reflectance of the object. In addition, since the laser is attenuated 
or reflected by glass, the performance is reduced when installed in-
side a car (depending on the thickness and material of the glass). 
Millimeter wave radar is a sensor that uses millimeter waves to 
measure reflected waves from objects. Depending on the millimeter 
wave bandwidth used, it can detect the presence or absence of dis-
tant objects with high resolution, but it is difficult to detect the size 
and shape of objects.
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2.3 Characteristics of obstacles

The characteristics of the main in-line obstacles described in 
Section 2.1 are summarized. People can be identified by their limbs 
and heads, and automobiles can be identified by their bodies and 
tires. On the other hand, it is difficult to identify falling rocks and 
fallen trees from their appearance.

2.4 Characteristics of obstacles

Table 2 shows the results of the sensor configurations suitable 
for detection for each obstacle to be detected. For objects with 
well-defined shape characteristics, such as a person or a car, the 

camera can identify the category of object under sufficiently high 
illumination. On the other hand, since the recognition performance 
of the camera may deteriorate at night, it is desirable to use the cam-
era in combination with LiDAR, which allows measurement in the 
dark. If the sensor cannot be installed outside the vehicle, it is pref-
erable to use a stereo camera in an environment where the surround-
ing area can be illuminated to some extent, such as a station or a rail 
yard. Any three-dimensional objects, including falling rocks and 
fallen trees, are considered to be detectable by LiDAR or stereo 
camera.

Fig. 1 Number of accidents by time of day Fig. 2 Breakdown of obstacles

Table 1 Characteristics of typical sensors

Table 2 Sensor configuration suitable to detect each obstacle
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3. Obstacle detection method

3.1 Overview of proposed method

We developed the obstacle detection method according to sen-
sor configuration described in the previous chapter. Figure 3 shows 
the overall image of the proposed method. The detection area is set 
by predicting the track area from images, and obstacles within sight 
of the train are detected by combining information obtained from 
multiple sensors. In this study, a camera and LiDAR were used as 
cases where the sensor can be installed outside the vehicle, and a 
stereo camera was used as a case where the sensor location is re-
stricted to inside the vehicle, and detection performance was evalu-
ated. The details of each method are described in the following 
sections.

3.2 Setting of detection area

In order to detect obstacles around the track from the front of 
the train, it is necessary to recognize the track on which the train 
runs and to set up a detection area around the track. Therefore, we 
have developed a method for setting a detection area based on the 
prediction of the area between the left and right rails on which the 
train runs (track area) from the camera images. Figure 4 shows the 
method for setting detection areas. First, the track area is predicted 
by semantic segmentation (Step 1), a deep learning method that ex-
tracts specific areas in the image pixel by pixel. As pixels other than 
the track area may be output as the track area due to prediction er-
rors, post-processing is performed to output only the area included 
in the specified range (red box in Fig. 4) at the lower edge of the 
image as the final detection area (Step. 2). An example of the output 
result is shown in Fig. 5. It was confirmed that the same accuracy 
was achieved in extracting the track area even for different scenes. 
We also confirmed that it is possible to expand the detection area to 
within the width of the clearance gauge based on the ratio between 
the gauge and the width of the clearance gauge.

3.3 Overview of proposed method

3.3.1 Detail of detection method

The process of obstacle detection by camera and LiDAR is 
shown in Fig. 6. The proposed method uses images and point cloud 
data obtained from multiple LiDARs to ensure detection perfor-

mance regardless of illumination conditions, even in distant loca-
tions. First, we estimate the area where an object is likely to be lo-
cated based on the information from both the images and the point 
cloud data. For the image, the position, size, existence probability, 
type, and recognition probability are predicted for each grid that 
divides the image evenly, using a deep learning model for object 
detection. On the other hand, after pre-processing the point cloud 
data to remove the ground data, the regions where the laser density 
exceeds a threshold value are extracted as candidate object point 
clouds. Secondly, using the information on the position of LiDAR 
installation as seen from the camera, a candidate object point cloud 
is projected onto the image, and an integration process is carried out 
to superimpose and compare the results with the detection results for 
each grid from the image. Since an object can be said to be almost 
certainly present on the grid where the center of a group of candidate 
object points is located, the probability that there is an object on that 
grid is set to 100% regardless of the value predicted from the image, 
and the size of the object is also set to the size of the group of candi-
date object points. When determining the object type, if the proba-
bility of determination predicted by deep learning is higher than a 
certain threshold value, the prediction result of deep learning is ad-
opted. Otherwise, the object type is determined to be “unknown.” 
When detection is performed with cameras alone, the recognition 
probability becomes low in low illumination, and objects may be 
missed. However, by overlaying a group of object candidate points 
on the image, it is possible to recognize the type of object up to a 
certain level of illumination. Also, even when the surroundings are 
completely dark, at least the presence or absence of an object can be 
ascertained.

3.3.2 Performance evaluation experiments of detection method

The performance evaluation experiment of the detection meth-
od using camera and LiDARs was carried out on a test road (NV/

Fig. 3 Overview of obstacle detection

Fig. 4 Illustration of detection area setting process

Fig. 5 Example of detection area setting result
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Versatile Test Road) at the Shirosato Test Center of the Japan Auto-
mobile Research Institute, which offers a long straight section of 
road (total length 1,500 m). A camera, nine LiDARs, and two LED 
front lights were installed on the back of a truck at a height of ap-
proximately 1.5 m from the ground to simulate the condition in 
which sensors are installed on a real vehicle. The camera and Li-
DAR specifications are shown in Table 3. The experiment procedure 
is shown in Fig. 7. A total of 12 fixed-point shooting sessions of 10 
seconds (100 frames of images) were repeated for a stationary sub-
ject, every 50 m to a point 600 m away. A series of 12 shots for one 
subject is defined as one trial hereafter. The subjects were people in 
different clothing as shown in Fig. 8.

3.3.3 Detection Performance by distance from obstacle

As detection performance for each distance, the detection rate 
and recognition rate were calculated for 100 frames of images and 
corresponding point cloud data obtained at each shooting location 
for each trial. The detection rate is the percentage of frames in which 
the object is correctly predicted to be near the correct value of the 
position in the image where the object exists. The recognition rate is 
the percentage of frames in which the object can be predicted to be 
correctly located near the correct value of the position of the object 
in the image, and the type of the object matches the correct type.

Figure 9 shows an example of daytime and nighttime detection 
/ recognition results for a person. At night, the green rectangle indi-
cating “detection” disappears about 300 m away when only images 
are used, but when images and point clouds are used together, the 
rectangle is displayed at the same position as in daytime, indicating 
that detection is possible. In order to understand the relationship 
between the density of the point cloud data and the detection perfor-
mance, Fig. 10 plots the detection rate for the detection of a person 
at night using the point cloud data obtained from 2 to 9 LiDAR 
units. Figure 10 shows that the detection rate of persons per distance 

tends to improve as the number of LiDARs increases. The detection 
rate at a distance of 500 m was estimated to be more than 95% when 
the lasers of 14 LiDARs were irradiated to the object (indicated by 
brown and red dotted lines in Fig. 10). The above results indicate 
that if the object is irradiated with lasers equivalent to the 14 Li-
DARs used in this test (about 25 points per square meter in 0.1 sec-
ond), it is possible to detect a person 500 meters away with almost 
certainty. However, since this verification test was conducted using 
data obtained when both the sensor and the subject were stationary, 
further verification of the detection performance while the train is 
running is needed.

3.4 Obstacle detection method using stereo camera

3.4.1 Detail of detection method

Assuming that the sensor is installed in a limited space inside 
the vehicle, we have developed an obstacle detection method using 
a stereo camera. In the proposed method, a depth image is obtained 
from the images of the left and right cameras, mapping the depth 
from the camera to each pixel. The ground can be represented by a 
mathematical expression as a certain plane in a three-dimensional 
coordinate system with the camera position as the origin, and the 
approximate position of the ground and the height of an object from 
the ground in the depth image can be estimated by giving the instal-
lation height of the camera and the angle of elevation. As shown in 
Fig. 11, this allows us to extract three-dimensional objects in the 
image by extracting only those areas in the depth image that are a 
certain height above relative to the ground. Of these, the three-di-
mensional objects that exist within the detection area set by the 
method described in section 4.1 are extracted as obstacles on the 
track.

Fig. 6 The obstacle detection using camera and LiDAR

Fig. 7 Experimental procedure

Table 3  Specifications of camera and LiDAR used in the 
experiment

Fig. 8 Examples of subjects
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3.4.2 Performance evaluation experiment of detection method

An evaluation test of the detection performance of the devel-
oped method was carried out at a rail yard. A camera was installed 
on the rear of the vehicle. The camera specifications are shown in 
Table 4. The train was moved away from the obstacle on the track 
and the images were taken. As shown in Fig. 12, workers and tool-
boxes were selected as subjects.

3.4.3 Detection Performance by distance from obstacle

To evaluate the detection performance at each distance from the 
image, the presence or absence of detection was counted for each 
frame, and the detection rate was tabulated for each 10 m distance. 
The distance to the object per frame was estimated by the correspon-
dence between the pixel-by-pixel movement in the track plane of the 
forward image and the total length of the train running path during 
the test.

Examples of detection results for a worker and a toolbox are 
shown in Fig. 13. It was confirmed that the developed method can 
detect objects with a certain height above the ground as three-di-
mensional objects in the depth image. Figure 14 shows the detection 
rate (average of 20 daytime trials and 22 nighttime trials) for a per-
son standing on a track in the daytime at different distances from the 
subject. For daytime, the detection rate was found to be more than 
90% when the distance from the subject was within 90 m. Assuming 
that the speed of a train running in a rail yard is 40 km/h, the decel-
eration of a train is 4 km/h/s, and the time required for the driver to 
notice obstacles and apply the brakes (reaction time) is 1 second, the 
distance from the time the obstacles is detected to the time the train 
stops is estimated to be about 90 m. Therefore, if the train is running 
at 40 km/h or less and there is sufficient illumination, the proposed 
method can be used to detect the obstacles.

4. Conclusions

In this study, we examined sensor configurations for detecting 
obstacles on the tracks using on-train forward-facing cameras and 
sensors to assist the drivers, developed a detection method, and 

Fig. 9 Detection results for a person

Fig. 10 Detection rate of person by distance at nighttime.

Fig. 11  The example of the result of extracting three-di-
mensional objects from a depth image

Table 4 The specifications of stereo camera

Fig. 12 Examples of subjects
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verified its performance.
The past data on collisions between trains and obstacles on 

tracks were used to develop the method, with the goal of “detecting 
three-dimensional objects on the tracks, both day and night.” Next, 
the characteristics of typical cameras and sensors used for obstacle 
detection were summarized, and a sensor configuration suitable for 
detecting the target obstacle was studied.

A detection method using the studied sensor configurations 
(camera, LiDAR, and stereo camera) was developed and its perfor-
mance was evaluated. We confirmed that the obstacle detection 
method using cameras and LiDARs can detect a person at a distance 
of 400 m with a detection rate of more than 90%, day or night, when 
up to nine LiDARs are used in combination. The relationship be-
tween the number of LiDARs used and detection performance 
showed that 15 LiDARs can detect obstacles 500 m away with a 
detection rate of more than 95%. We also developed a detection 
method using a stereo camera based on the assumption that the sen-
sor is installed only inside the vehicle, and evaluated its perfor-
mance by installing it on a real vehicle at a rail yard.

In the future, as sensor technology develops, we will work to 
further improve the detection distance by applying more advanced 
cameras and LiDAR to the developed method. In addition, we will 
examine sensor configurations and develop detection methods for 
other abnormal events which are not the subject of this paper be-
cause there are no cases directly related to accidents that affected 
train operations, such as fires along train tracks and objects falling 
from overhead wires.
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Elucidation of Noise Near the Bogie Using Sound Source Visualization Method

Minoru SASAKURA
Traction Systems Laboratory, Vehicle Technology Division

There are many sources of railway vehicle noise generated by equipment such as gear devices installed 
in the narrow space of a bogie frame under the floor of a vehicle. Therefore, it is difficult to separate the 
sound sources onboard a vehicle with a sound level meter, and up to now there no method has been 
developed for separating the sound sources. As a method to solve this problem, we are working on applying 
a sound source visualization method to the noise measurement of railway driving devices. The 4-channel 
beamforming method (BF method) and the envelope intensity method (EI method) are used as sound 
visualization methods, and the test results are compared. This paper reports on the results of noise 
measurement on a driving device using a sound source visualization method in bench-scale testing, and the 
results of a study to improve accuracy. We confirmed that the beamforming method has excellent imaging 
stability for transient sounds, and that image processing using multiple small microphone arrays improves 
the imaging accuracy of the BF method.

Key words: driving device, noise analysis, sound source visualization, beamforming method.

1. Introduction

The main noise sources of an electric vehicle driving device are 
the traction motor, and the gearbox, and there are several sound 
sources in the confined space inside the bogie. 

Conventional noise measurements use sound level meters, but 
it is sometimes difficult to separate individual sound sources. There-
fore, it is difficult to pinpoint exactly where noise is coming from. 
This makes it difficult to take measures to reduce noise and  find out 
the cause of failures. In recent years, several noise visualization 
techniques have been developed that use multiple microphones and 
small cameras to visualize the location and intensity of noise sourc-
es and the flow of acoustic energy. These techniques do not require 
a special measurement environment such as an anechoic chamber. 
This makes it possible to identify noise sources with high accuracy 
in vehicle factories and outdoor environments. 

By using these techniques, it becomes possible to quickly rec-
ognize and specify the location of noise generation visually. This 
makes it possible to quickly determine equipment failures and con-
firm the noise reduction effects of developed products.

This study focuses on a 4-channel beamforming method (BF 
method), which is smaller than conventional sound source visual-
ization equipment, and describes the effectiveness of the method 
and the elucidation of the sound sources of driving devices.

2. Noise environment of driving device

A drive unit is attached to a bogie frame under the vehicle floor. 
The traction motor, the coupling, and the gearbox are located within 
a limited space of approximately 1 to 2 meters around it, and noise 
is generated by each of these devices (Fig. 1).

Furthermore, there is also rolling noise generated by the wheels 
and rails. When the vehicle is running, high-frequency noise is gen-
erated under the floor, and the frequency band is approximately 300 
Hz to 4 kHz (Fig. 2). In particular, frequencies around 1 kHz overlap 
with the main frequency band of rolling noise, making it difficult to 
accurately locate the sound source. In order to advance noise reduc-
tion measures for driving devices, it is essential to understand indi-
vidual noise sources and analyze their factors. Therefore, it is neces-

sary to establish an analysis technology that can separate sound 
sources.

Fig. 1 Driving device of motor car

Fig. 2 Frequency band of underfloor noise
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3.  Sound source visualization method and measurement princi-
ple

The noise generated by the driving device may be caused by the 
meshing force of gears, but the vibration source and the noise gen-
erating part are not necessarily located at the same place, and the 
noise can be generated by parts far away from the vibration source 
due to solid-borne vibration. For this reason, it may be difficult to 
elucidate the phenomenon.

In this study, we investigated the applicability of sound source 
visualization methods, focusing on the BF method, and also carried 
out correlation analysis using vibration accelerometers and sound 
level meters (Fig. 3).

Table 1 shows a comparison of sound source visualization 
methods. The BF method uses the principle of exploring the spatial 
distribution of sound sources by using the difference in arrival time 
of incident waves due to the differences in the position of each mi-
crophone to provide directivity (delay time estimation method) 
(Fig. 4). This principle makes it possible to identify sound sources 
coming from a specific direction. The range of effectiveness of the 
BF method covers a relatively wide frequency range, approximately 
500 Hz to 8 kHz. This almost covers the noise frequency band of the 
driving device shown in Fig. 2, and the BF method is considered to 
be highly applicable.

On the other hand, an envelope intensity method (EI method) 
uses the same small microphone array as the BF method, but the 
center of the sound source is represented as a moving trajectory of a 
point, instead of a two-dimensional map as in the BF method. The 
time resolution of the BF method is ms, while the time resolution of 
the EI method is μs. Therefore, it is possible to visualize the noise 
even in transient sounds where the value and the location of the 

noise changes rapidly. The EI method is a method for calculating the 
instantaneous amplitude and instantaneous phase by replacing the 
envelope of an acoustic signal (time waveform) with a complex time 
signal using the Hilbert transformation.

Data processing in the conventional BF method corresponds to 
A (Fig. 5). There are methods such as arranging a large number of 
microphones at regular intervals in a grid pattern, or arranging them 
in a circle at irregular intervals, but depending on the required spa-
tial resolution and the target frequency band, a large number of mi-
crophones may be required. For this reason, the scale of the config-
ured microphone array also increases. In addition to A in Fig. 5, this 
device uses the minimum dispersion method shown in B, making it 
possible to suppress noise with a small number of microphones, thus 
reducing the size of the system [1]. The system uses a device called 
a microphone array, in which four microphones are arranged in a 
regular tetrahedral structure, as shown in Fig. 6, and a camera is at-
tached to the center to reduce the overall size. By superimposing the 
camera image and the position coordinates of the sound source, the 

Fig. 3  Relationship between vibration and noise paths 
and sound source visualization

Fig. 4 Principle of BF method 
 (Delay time estimation method)

Fig. 6 BF small microphone array measurement device

Fig. 5 Data processing using the BF method

Table 1  Comparison of sound source visualization meth-
ods
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sound source position is visually shown using a two-dimensional 
contour diagram. The conventional BF method assumes that the in-
cident wave is a plane wave. The distance between the sound source 
and the microphone must be sufficiently far away, and the distance 
must be several times the wavelength. However, this device per-
forms the correction based on the assumption of spherical waves, so 
that it can also handle measurements from nearby locations.

4.  Sound source visualization using driving rotation test device 
[2]

This chapter provides an overview of the drive rotation test 
device, the BF measurement method, and correlation analysis.

The test device has the ability to rotate at high-speed (130 km/h 
for conventional gears). Drive torque is transmitted from the trac-
tion motor to the pinion gear via the WN coupling. The axle is con-
nected to another traction motor, which applies torque in the oppo-
site direction to the drive torque to reproduce the meshing condition 
of the gears. The rotation conditions were acceleration, constant 
speed, and deceleration, as shown in Fig. 7. The test gear is a con-
ventional line type with a gear ratio of 5.65 (96/17), a module of 6, 
a pressure angle of 26°, and a helix angle of 23°. Figure 8 shows the 
measurement position of the small microphone array, and Fig. 9 
shows the measurement area of the small microphone array. Mea-
surement position 1 targeted the gearbox side and traction motor 
side, and measurement position 2 targeted the gearbox top and trac-
tion motor top. Position 1 has a height of approximately 1 m from 
the floor level and a distance of approximately 0.9 m from the mea-

surement area. 
The wide-angle capability of the camera allows the gear system 

and the motor to be included in the analysis range at the same time. 
In this study, we performed sound source visualization measure-
ments using the BF method and correlation analysis using acceler-
ometers. At position 1, we compared the transient sound source 
movement due to speed changes with the EI method. We also im-
proved the measurement accuracy of the BF method using multiple 
small microphone arrays.

4.1 Correlation analysis of driving device

Vibrations generated on the plate surface of the drive device 
may become a source of noise. A vibration accelerometer was at-
tached to the location of the estimated vibration source, and correla-
tion analysis with nearby noise was performed. Correlation analysis 
was used to identify frequency bands with a high possibility of vi-
bration radiation. By narrowing down the analysis frequency band 
through analysis, it has become possible to improve the imaging 
accuracy of noise phenomena and reduce the computational load. A 
vibration accelerometer was attached to the center of the motor, as-
suming that vibration in the radial direction of the housing would be 
the source of noise radiation. Many of the gears used in railway ve-
hicles are helical gears. These gears tend to have larger meshing 
vibrations in the thrust direction [3]. Because of this tendency, vi-
bration accelerometers were attached to the left and right side of the 
gearbox near the pinion. Nearby noise measurements were per-
formed using an ultra-compact microphone (MEMS MIC: Ono 
Sokki MB-2200M10). They were placed close to the gearbox (24 
points) and close to the motor (20 points). Figure 10 shows the ar-
rangement of the vibration accelerometer and MEMS MIC used in 
the correlation analysis. The analysis combinations are shown in ① 
to ④ in the figure. ④ is the same as the microphone arrangement of 
the conventional method described in Chapter 6.

4.2  Improving BF imaging accuracy using multiple small mi-
crophone arrays

In conventional BF measurements, only one small microphone 
array device is installed. However, depending on its position, imag-
ing at the center of the sound source may not be stable due to tran-
sient sound source movement and acoustic reflection. The measure-
ment environment in this test included multiple sound sources in a 

Fig. 7 Operating conditions of drive rotation test device

Fig. 9 Measurement area of small microphone array

Fig. 8 Measurement position of small microphone array
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small space, and the room in which the measurements were carried 
out was highly reverberant. As an improvement method in this mea-
surement environment, we improved imaging accuracy by using 
multiple small microphone arrays installed at different locations in 
the same measurement direction and compositing the processed 
images. The two small microphone arrays were spaced 200 mm 
apart in the horizontal direction. Data processing was performed as 
follows (Fig. 11).

The imaging calculations for each microphone array were per-
formed using the minimum variance method. A moving average 
process was performed to improve imaging stability. The number of 
occurrences of the sound source center coordinates after the moving 
average process over a certain period of time (10 seconds in this 
case) was calculated. After correcting the parallax between the two 
small microphone arrays, the sound source center coordinates were 
superimposed. If the coordinates matched a certain number of times, 
this was determined to be the center of the sound source. Coordi-
nates that did not match (that is, only one unit was determined to be 

the center of the sound source) were treated as noise components, 
rather than the original center of the sound source, and were re-
moved from the test results. In this analysis, the number of matches 
was set to one.

5. Sound source visualization analysis results [2]

This chapter mainly describes the analysis results regarding 
sound source separation, transient sound comparison, and imaging 
stability of the drive device using the BF method.

5.1 Correlation between driving device vibration and noise

Figure 12 is a spectrogram of the noise from the drive device 
using a small microphone array and shows that the noise level be-
comes noticeable in the torque load condition (acceleration section) 
just before reaching the high-speed range (approximately 120 km/h 
in terms of speed) shown in Fig. 7. Figure 13 shows the correlation 
analysis results for this selection. Motor noise is the average sound 
pressure at MEMS MIC (20 points) shown in Fig. 10 ②. Gearbox 
noise is the average sound pressure at MEMS MIC (24 points) 
shown in Fig. 10 ④. Vibration and noise near the motor were highly 
correlated in the high frequency band of approximately 2500 to 
3300 Hz. Furthermore, although the correlation was lower than in 
the case of traction motors, the value with motor vibration and noise 
near gearbox were also higher in the same frequency band. It can be 

Fig. 10 Correlation analysis of driving device
(gearbox and traction motor)

Fig. 12 Spectrogram of drive noise

Fig. 13  Correlation between motor and gearbox vibra-
tion and noise

Fig. 11 Microphone array imaging result processing
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seen that motor vibration in this frequency band has a large effect 
not only on motor noise but also on gearbox noise. On the other 
hand, the frequency band that has a high correlation between gear-
box vibration and noise near the gearbox is 300 Hz to 2400 Hz. This 
frequency band was thought to include many resonance frequencies 
of the gearbox and meshing frequency components.

5.2 Driving device sound source center

The BF analysis showed that the correlation between the motor 
housing vibration and the noise is high at approximately 3150 Hz. 
Figure 14 (a) and 14 (b) show the center of the sound source in the 
vicinity of the center of the motor housing. Since the center of this 
sound source is located in motor core, electromagnetic sound is 
considered to be generated by exciting vibrations in the radial direc-
tion of the housing.

Additionally, the results show that the motor vibration at 3150 
Hz has a high correlation with the gearbox noise. As shown in 
Fig. 15 (a), the result shows that the center of the sound source can 
also exist in the vicinity of the joint with the gear device. It can be 
seen that vibrations at this frequency generated by the motor, prop-
agated to the WN coupling, and acoustically radiated from the gear-
box. Figure 15 (b) shows the center of the sound source in the vicin-
ity of the gear unit, obtained by the BF analysis in the frequency 
band (1100 Hz) where the gearbox vibration and the gearbox noise 
are highly correlated. This frequency band corresponds to the pri-
mary meshing frequency of the gear. Since helical gears generate 
thrust force, it can be seen that the center of the sound source is 
around the large gear bearing.

5.3  Comparison of sound source visualization methods for 
transient sounds

When the operating conditions change from acceleration to 
constant speed, the vibration state of the drive device changes due to 
changes in the meshing force of the gears and the influence of rota-
tional inertia. This generates transient sounds. The primary frequen-

cy of the gear meshing, which is the main noise in the vicinity of the 
gearbox, is approximately 1200 Hz to 1300 Hz. The area is shown 
in the enlarged part of Fig. 16. The analysis results using the BF 
method are shown in Fig. 17 (a). During acceleration, the center of 
the sound source is seen around the large gear bearing due to the 
thrust force of the gear (Fig. 17 (a) ①), and when the speed changes 
to constant speed, the center of the sound source moves to the WN 
coupling and pinion gear axis (Fig. 17 (a) ②).

At this moment, it is estimated that the center of the sound 
source moves due to the changes in vibration state caused by the 
backlash of the WN coupling. It can be seen that the center of the 
sound source moves again around the large gear bearing or to the 

Fig. 14 Motor sound source center (3150 Hz)

Fig. 15 Gearbox sound source center

Fig. 16  Spectrogram and analysis selection of drive noise

Fig. 17  Transitional sound source center shift from ac-
celeration to constant speed
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rear of the gearbox (Fig. 17 (a) ③). Similarly, the analysis results 
using the EI method are shown in Fig. 17 (b) ① to Fig. 17 (b) ③. It 
shows the locus of movement of the center of the sound source ev-
ery 200 μs, and the red circles indicated by arrows are the locations 
where the sound pressure is high at a certain moment. The sound 
source does not move stably as seen in the BF method, and the vari-
ation in the sound source area increases. Especially when the sound 
source moves near the WN coupling, the imaging situation becomes 
unstable (Fig. 17 (b) ②). In this test environment, in addition to the 
noise from the drive unit, there are also external noises from rotating 
equipment and reflections from the floor and walls. For this reason, 
the EI method with high time resolution is susceptible to disturbanc-
es. As a result, it is possible that the imaging stability deteriorates. It 
can be seen that the BF method provides better results for transient 
noise evaluation in this measurement environment.

5.4  Improving imaging accuracy using multiple small micro-
phone arrays

Figure 18 (a) shows the trajectory of the center of the sound 
source with small microphone array (left) when the speed changes 
for about 10 seconds under acceleration conditions up to the maxi-
mum speed (120 km/h). This is indicated by a white +. Similarly, 
Fig. 18 (b) shows the results for a small microphone array (right). 
The analysis frequency band is the primary mesh frequency of the 
gear (1000-1100 Hz). Both results show that the center of the sound 
source is in the vicinity of the rear part of the gearbox. However, the 
imaging areas of the two results are significantly different. 

The imaging position indicated by the symbol ■ in each figure 
is the area where the images of the two cameras overlap. Other po-
sitions where the images do not overlap (the top of the gearbox and 
the axle) are not the original center of the sound source, but are 
considered to be noise components, such as the influence of sound 
reflected from the floor. By excluding these images, it became pos-
sible to determine the center of the sound source with higher accu-
racy.

6. �Verification� of� effectiveness� of� sound� source� visualization�
method [2]

The effectiveness of both methods was demonstrated by com-
paring the imaging results of the sound source center obtained by 
the BF method and the conventional method (acoustic mode method 
using multipoint microphones) (Fig. 19). 

Although the characteristics of the BF method are that imaging 
cannot be obtained in the low frequency range below 500 Hz, the 

response was good under acceleration and constant speed conditions 
during normal operation. The imaging position (center of the sound 
source) generally matched in both analysis results. Similarly, results 
with consistent imaging were obtained using the EI method (Fig. 20 
and Fig. 21).

Fig. 18 Analysis results using the BF method

Fig. 19  Sound source visualization using conventional 
method (Drive rotation device)

Fig. 20  Sound source center of sound source visualiza-
tion method (top of gearbox)

Fig. 21  Sound source center of sound source visualiza-
tion method (side of gearbox)
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7.  Other application examples of sound source visualization 
methods

The sound source visualization method can be applied to anal-
ysis in many fields other than drive devices, and we will describe an 
example of the BF method.

7.1 Application example for rolling noise

Under high-speed conditions (115 km/h) using the rolling stock 
test stand, the results showed high levels of noise frequency compo-
nents at 750 Hz and 1100 Hz. There was a difference in the location 
of rolling noise between the two results. The center of the 750 Hz 
sound source is on the wheel side (Fig. 22 (a)), and the center of the 
1100 Hz sound source is on the roller side (rail side) (Fig. 22 (b)).

7.2 Application example for gear damage

In addition to identifying the location of noise generation, the 
sound source visualization method can also be applied to monitor-
ing the state of noise generation by changing the imaging state. In 
rotation tests at 2000 RPM using small gears, when the gear surface 
pressure is high (2.25 GPa), pitting fatigue begins to occur at the 
center of the gear mesh after cumulative rotations of 1.7 million 
(Fig. 23 (a)). The sound spectrum changes in the high frequency 
range (above 3000 Hz) centered around the secondary meshing fre-
quency (3500 Hz) compared to the state before damage (Fig. 23 
(b)). However, the change in sound cannot be distinguished by hear-
ing. On the other hand, when condition monitoring is performed 
using the BF method, it is possible to detect damage at an early stage 
after it has occurred (Fig. 24). After gear damage has occurred, the 
sound source center of the meshing secondary frequency is located 
in the vicinity of the center of the bearing between the large gear 
shaft and the small gear shaft, and it can be seen that the imaging 

level in this area increases significantly.

8. Conclusion

We evaluated the location of noise generation on railway driv-
ing devices in bench-scale testing, using a sound source visualiza-
tion method, mainly based on the BF method. In this study, we ob-
tained the following results:

[1]  The driving device rotation test was carried out using correlation 
analysis of vibration and noise. In this test, we separated the 
high-frequency sound source (3150 Hz), which is the noise 
source of the traction motor, and the low-frequency sound 
source (1100 Hz), which is the noise source of the gear system. 
It was found that the former sound source is located in the vicin-
ity of the center of the motor housing, and the latter sound source 
is located in the vicinity of the large gear bearing.

[2]  In the analysis of transient sound during changes in operating 
conditions, it was found that the beamforming method (BF 
method), which is less susceptible to disturbance effects, has 
better imaging stability than the envelope intensity method (EI 
method).

[3]  Image processing with several small microphone arrays has im-
proved the imaging accuracy of the BF method.

[4]  The effectiveness of the BF and EI methods has been confirmed 
by comparison with the conventional method (acoustic mode 
method using multi-point microphones).
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Numerical Flow Simulation of Increase Mechanism and Method for Suppressing Increase in Lift 
Force of Pantograph Head for Conventional Trains under Crosswind
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We numerically investigated the aerodynamic characteristics of pantographs for conventional trains in 
a crosswind by using large-eddy simulations (LESs). Although previous experimental study revealed that the 
lift force increases significantly under crosswind conditions, the mechanisms underlying this phenomenon 
have not been clarified. Therefore, the flow fields around the pantograph head were carefully investigated by 
LESs. It was found that there are two main mechanisms: one is a steady large-scale vortex generated on the 
upper surface of the pantograph head, and the other is a pressure increase on the lower surface of the 
pantograph head. In addition, LESs were carried out using modified pantograph head shapes to investigate 
methods for reducing the lift force on the pantograph head taking into account the mechanisms above. As a 
result, a maximum lift reduction rate of approximately 60% was achieved, indicating that an effective lift 
force reduction method was proposed.

Key words:  numerical simulation, conventional line pantograph, lift force characteristics, aerodynamic 
characteristics, crosswind, LES

1. Introduction

Optimization of the aerodynamic lift force of pantographs 
during operation is important to maintain a steady, continuous con-
tact with the overhead wire and leads to a stable power supply. The 
optimal value of the lift force of conventional line pantographs de-
pends on various conditions of the vehicle and overhead wires, so 
there are no clear standard values. However, previous research [1] 
has investigated the lift force characteristics of various pantographs 
used in commercial operations without problems, where it was re-
ported that the lift force was between several N and around 30 N at 
a driving speed of 100 km/h. Trains on conventional lines run at 
lower speeds than Shinkansen trains, so the lift force of the panto-
graph is less of a problem in normal operation. On the other hand, 
the lift force can increase due to crosswinds in cases of strong wind, 
and studies have been carried out on the lift force characteristics of 
pantographs for conventional rail vehicles in crosswind environ-
ments. In general, when a vehicle is subjected to a crosswind, the 
pantograph is exposed not only to lateral flows but also vertical 
flows due to the wind blowing upwards along the side of the vehicle, 
so studies have been carried out on the flow field near the panto-
graph focusing on the blow-up angle. Experimental studies of the 
lift force characteristics of single-arm pantographs for conventional 
lines, which have been increasingly introduced in recent years, have 
been carried out with the assumption of crosswinds in the various 
conditions mentioned above [2, 3]. These studies produced findings 
relating to the wind speed and wind direction of crosswinds that in-
crease the lift force. Additionally, our recent research [4] on in-
creased lift force in case of strong winds, and accidents due to cut-
ting into the overhead wires has shown the limit value of the lift 
force at which cutting can occur, and there is a need for a method to 
suppress the increase in lift force.

Many findings have been found on the lift force characteristics, 
but there has been no research that analyzes the mechanism by 
which the lift force increases due to crosswind, nor has there been 
any study of methods for suppressing the lift force increase. There-

fore, in this study, we used the numerical analysis method Large-ed-
dy simulation (LES) to elucidate the mechanism of the lift force in-
crease in flows where lift force increases due to crosswinds, and to 
investigate and evaluate a method for suppressing the lift force in-
crease. In general, the pantograph lift force refers to the change in 
uplift force due to an aerodynamic force, and this includes the ef-
fects of link mechanisms such as the frames. In this study, we de-
fined the vertical upward force caused by an aerodynamic force in 
the coordinate system fixed by the pantograph as the lift force. We 
then focused on the pantograph head, which has a large contribution 
to the lift force of the pantograph, and then discussed the lift force 
obtained by integrating the pressure distribution on the pantograph 
head surface.

2. Numerical analysis method

2.1  Simulation model

The simulation target is an actual shape model of a general 
single-arm pantograph for conventional lines used in wind tunnel 
experiments [3] using the large, low-noise wind tunnel of the Rail-
way Technical Research Institute. Additionally, we investigated 
methods for suppressing the increase in the lift force by preparing 
three different shapes, using the actual shape model as the basic 
shape and changing the shape of the pantograph head. Figure 1 
shows the computational domain and coordinate system. The com-
putational domain was the same for all simulation cases.

Figure 2 shows the actual shape model used in the simulations. 
This study mainly focuses on the pantograph head lift force charac-
teristics and the flow field around the pantograph head. The compu-
tational target was composed of a part of the lower frame, the upper 
frame, the horns, and the pantograph heads. The simulation grid was 
an orthogonal irregular grid with uniformly spaced grids with a 
minimum grid width of Δx=Δy=Δz=2 mm distributed near the pan-
tograph head, with the grid spacing increasing as the distance from 
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the model increased. The number of simulation grids was approxi-
mately 1 billion points without crosswind and approximately 1.2 
billion points with crosswind.

2.2 Coordinate system and simulation conditions

The mainstream flow velocity was fixed at 80 km/h. The Reyn-
olds number based on the mainstream flow velocity and the panto-
graph head height (0.046 m) of the actual shape model was approx-
imately 6.8×104. Hereafter, unless otherwise noted, the physical 
quantities that have been made dimensionless were representative 
velocity U∞=80 km/h and representative length L=1 m.

We reproduced a crosswind blowing up from the bottom of the 
pantograph by fixing the incoming wind and rotating the model in 
the computational area. The coordinate system fixed to the object 
was defined so that the direction of ξηζ corresponded to xyz when 
there was no rotation. The origin of ξηζ was set at the center of the 
lower surface of the upstream pantograph head, and the origin of 
ξ’ηζ was set at the center of the lower surface of the downstream 
pantograph head (the origins of ξ and ξ’ differ between the upstream 
and downstream pantograph heads).

Figure 3 shows the relationship between the yaw angle θ, the 
roll angle ϕ, and the mainstream flow velocity U∞ of the pantograph. 
The yaw angle θ is called the crosswind angle because it expresses 
the wind direction angle with respect to the traveling train, and the 
roll angle ϕ is called the blow-up angle because it expresses the 
blowing up of the crosswind. Additionally, the wind velocity that the 
train receives from the front while driving is the driving velocity Ur, 

and the crosswind velocity including blowing up is the crosswind 
velocity Uc. Reference [5] shows the details of the method of the 
computation, but the following conditions for the wind direction 
where the lift force is maximum were used: crosswind angle θ=56°, 
blow-up angle ϕ=15°, and anti-fluttering conditions with the middle 
hinge on the downstream side. In all simulation cases, the main-
stream velocity was U∞=80 km/h (equivalent to Ur=45 km/h with 
crosswind), and when comparing the lift force, the driving velocity 
was fixed to Ur=60 km/h, and the lift force was converted.

LESs were carried out on the actual shape model (“base case”) 
in both crosswind present and absent conditions (simply referred to 
as “crosswind present” and “crosswind absent” in Sections 3.1 and 
3.2). Additionally, three shapes with different pantograph head 
shapes were prepared. Figure 4 shows the cross-sectional shape of 
the pantograph head, and Fig. 5 shows the method used to change 
the shape and the area in which the shape was changed. In Fig. 4, the 
cross-sectional shape shows only the upstream pantograph head, but 
asymmetry in the pantograph shape due to differences in driving 
direction was eliminated by making the shapes of the upstream and 
downstream pantograph heads front-to-back symmetrical. For the 
“cutoff” a diagonal cut was made to the lower edge of the panto-
graph head, and its range in the η direction is the blue area between 
the protrusions shown in the figure (-0.335 ≤ η ≤ 0.335). Multiple 
“slits” were made in the top of the pantograph head, and the slits 
were defined as the area between the pair of sliding plates at the top 
of the pantograph head (-0.55 ≤ η ≤ 0.55). The “combined type” in-
dicates a pantograph head where both changes are made to the basic 
shape, i.e., a cutoff and slits. Here, the “slits” and the “combined 
type” pantograph heads were made hollow to match the structure of 
the model used in the wind tunnel experiment [4]. However, during 

Fig. 1 Computational domain

Fig. 3  Relationship between velocity and coordinate 
system

Fig. 4 Cross-sectional shape of pantograph head

Fig. 2 Pantograph model
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the study stage, numerical analysis was conducted on many more 
shapes. The shapes described in this paper were those selected for 
their relatively large lift force reduction effect.

2.3 Overview of numerical simulation

The basic equation of LES for incompressible fluids was dis-
cretized using the finite difference method. The coherent structure 
Smagorinsky model [6] was used as the subgrid scale model. A 
second-order central difference method [7] was used for spatial dis-
cretization, and a third-order Adams-Bashforth method was used for 
time integration. We solved the Poisson equation for pressure by 
using the Jacobi method, where the average pressure value of the 
entire simulation area was used as the reference pressure. The 
boundary conditions were as follows: the velocity was fixed at 1 at 
xmin (inflow surface) and the convective outlet condition was set at 
xmax (outflow surface); and the pantograph surface was set as a no-
slip boundary condition with zero velocity, and the far boundary 
surface (ymin, ymax, zmin, zmax) was set as a slip boundary condition. The 
model shape was expressed using a voxel-based orthogonal grid 
method.

In this simulation, a uniform flow was used as the initial value, 
and a time integration was performed until the flow field reached a 
statistically steady state. The dimensionless time step interval was 
set to Δt =0.0002. Statistics such as pressure coefficients were calcu-
lated by averaging the calculation results for T=10 – 30 in dimen-
sionless time.

3. Analysis results and discussion

3.1  Comparison of wind tunnel experiments and simulation re-
sults

We verified the validity of the numerical simulation results by 
conducting a wind tunnel experiment and compared the pressure 
coefficient distribution on the surface of the pantograph head, where 
we confirmed that the two results were generally in good agreement. 

See reference 6 for details.

3.2  Mechanism of increase in pantograph head lift force due to 
crosswinds

3.2.1 Change in pantograph head lift force due to crosswinds

We investigate the increase in pantograph head lift force due to 
crosswinds. The mainstream flow velocity is often assumed to be 
constant when examining the aerodynamic force acting on an ob-
ject, but here, we sought to investigate the changes in the panto-
graph head lift force due to crosswinds under constant velocity 
conditions by unifying the flow velocity in the direction of travel at 
Ur=60 km/h. The simulation uses a mainstream flow velocity of 
U∞=80 km/h, but reproducing the above conditions requires U∞=108 
km/h for the crosswind conditions. Since the dimensionless lift 
force in the experiment in the velocity range considered in this study 
(U∞ of approximately 60–180 km/h) was approximately equal re-
gardless of the flow velocity, the dependence of the flow field on the 
Reynolds number is likely to be small, and the converted lift force 
shown in (1) and (2) below was calculated, assuming that the lift 
force is proportional to the square of the flow velocity:

 (1)

 (2)

where subscripts A and B indicate “crosswind absent” and “cross-
wind present,” respectively, and the number after u indicating the 
U∞ value.

Table 1 shows the lift forces of the two front and rear panto-
graph heads calculated from (1) and (2) for the two cases of cross-
wind present and absent, together with the experimental results. 
Here, the total value of the two pantograph head lift forces in the 
experimental results (Lift 1 + Lift 2, henceforth “total lift force”) is 
calculated by subtracting the pantograph lift force with the two pan-
tograph heads removed from the lift force measurement results for 
the entire pantograph including the pantograph head, and thus sim-
ulating the lift force due to the aerodynamic force exerted on the two 
pantograph heads. Meanwhile, in the numerical simulations, the lift 
force was calculated from the aerodynamic force acting on the ob-
ject (integral value of the pantograph head surface pressure). As 
mentioned above, the lift force due to the aerodynamic force acting 
on the pantograph head was calculated using different methods in 
the experiment and the numerical simulation, but the total lift force 
in Table 1 was in good agreement between the experiment and the 

LA_u60 = (60 / 80)2 × LA_u80

LB_u108 = (108 / 80)2 × LB_u80

Fig. 5 Pantograph head shape change method

Table 1  Comparison of experiment and simulation of 
pantograph head lift force
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numerical simulation. Table 1 shows that the crosswind increased 
the total lift force by approximately 40 N in both the experiment and 
the simulation. Additionally, the simulation results showed that the 
increase in lift force of the upstream pantograph head due to cross-
winds (Lift 1) was larger than the lift force of the downstream pan-
tograph head (Lift 2), accounting for approximately 3/4 of the total 
lift force with crosswind present. The reason for the difference in the 
increase in lift force between the two pantograph heads is discussed 
below.

Figure 6(a) shows the local lift force distribution in the span 
direction (direction perpendicular to the rail) of the upstream and 
downstream pantograph heads for the cases of crosswind present 
and absent. The local lift force was determined by integrating the Cp 
distribution around the pantograph head in each η cross-section over 
a unit width in the η direction. The left and right figures are for the 
upstream and downstream pantograph heads, respectively, and the 
left side of the η axis is the upstream side of the crosswind. In the 
case of crosswind absent, the local lift force is almost uniform in the 
span direction, but in the case of crosswind present, the lift force is 
high overall and has a distribution with local peaks. In particular, a 
locally significant increase in the lift force is observed near the ends 
of the two pantograph heads in the positive η direction and near 
η=0.2 of the upstream pantograph head.

For the pantograph head lift force in the case of crosswind 
present, we sought to clarify the breakdown of the lift force on the 
upper and lower surfaces by separately showing the local lift force 
distribution on the upper and lower surfaces in Fig. 6(b). Here, the 
lift force on the upper surface is the integral value of the difference 
between the upper surface pressure and the reference pressure, and 
the same applies to the lower surface.

First, for the upstream pantograph head, the lift force distribu-
tion on the upper surface peaks around η=0.2, but the change in the 
lift force distribution on the lower surface is small. As a result, the 
influence of the lift force on the upper surface is strongly expressed, 
suggesting that there is an important aerodynamic phenomenon on 
the upper surface of the pantograph head. Next, for the downstream 
pantograph head, the peak of the local lift force on the upper surface 
around η=0.2 that was observed on the upstream side disappears, 

and the lift force on the lower surface becomes locally small. Both 
contributed to the reduction of the lift force, and the lift force was 
reduced more than on the upstream side. Possible causes of the dif-
ference in lift force between the two pantograph heads include flow 
interference between the pantograph heads and differences in the 
position of the pantograph members relative to the mainstream.

3.2.2 Comparison of flow fields

Figure 7 shows the time-averaged flow field with crosswind 
present. The gray area shows the isosurface of the Q value (second 
invariant of the velocity gradient tensor), the streamlines are colored 
by the magnitude of the flow velocity, and the pantograph surface is 
colored by the Cp value. The overhead view shows that the flow that 
collides with the front surface of the upstream pantograph head 
separates upward, gets caught up in the upper surface of the panto-
graph head, and is advected downstream, which creates a steady 

Fig. 6 Local lift force distribution (comparison between crosswind present and crosswind absent)

Fig. 7 Flow on upper surface of pantograph head

QR of RTRI, Vol. 65, No. 4, Nov. 2024 281



vortex. The top view shows that a strong negative pressure region 
spreads over the top of the pantograph head near this steady vortex, 
contributing to the significant increase in Lift 1 in Table 1.

Figures 8 and 9 show the flow within the η cross-section 
(cross-section between pantograph support and upper frame) of the 
time-averaged flow field. In the case with crosswind absent, the flow 
collides with the front of the upstream pantograph head, causing 
separation on the top and lower surfaces. The negative pressure 
caused by the separation of the upper and lower surfaces is bal-
anced, and the pantograph head lift force becomes slightly positive 
with the crosswind absent. With crosswind present, the steady vor-
tex shown in Fig. 7 can be seen near the top of the upstream panto-
graph head, and strong negative pressure is generated.

Additionally, unlike the case with crosswind absent, the flow 
acts from the bottom of the pantograph head, so the separation and 
reattachment does not occur on the lower surface, and no low-pres-
sure areas are visible. Therefore, it is thought that the increase in 
negative pressure on the upper surface of the pantograph head due 
to the steady vortex and the disappearance (increase in pressure) of 
the negative pressure area on the lower surface of the pantograph 
head due to the blowing up wind resulted in a significant increase in 
the lift force of the upstream pantograph head. Similarly, for the 
downstream pantograph head, the locally strong negative pressure 
area on the upper surface and the pressure increase on the lower 
surface are thought to contribute to an increase in the lift force. 

3.3  Method for suppressing increase in pantograph head lift 
force

3.3.1  Effect of suppressing lift force increase by changing pan-
tograph head shape

In the previous section, we investigated the phenomenon where 
the pantograph head lift force increased due to crosswinds. In this 
section, we used the fluid phenomena described in the previous 
section as a basis to investigate a pantograph head shape that sup-

presses the increase in pantograph head lift force, and evaluated its 
effectiveness. The three pantograph head shapes to be examined are 
shown in Fig. 5 (cutoff, slits, and combined type), and the panto-
graph head lift force was compared using the conversion equation 
(2) when the train was traveling at a speed of 60 km/h.

Figure 10 shows the lift force of the pantograph head obtained 
with the “base case” and three shapes. The lift force is shown sepa-
rately for the upstream pantograph head and the downstream panto-
graph head, and the total lift force of the two pantograph heads is 
also shown. First, in the “cutoff” case, where “cutoff” is made in the 
lower surface of the pantograph head, the lift force of the upstream 
pantograph head was significantly reduced, and the total lift force 
was 18.5% lower than with the “base case.” Secondly, in the “slits” 
case, where “slits” are made on the top and lower surfaces of the 
pantograph head, the lift force reduction rate of the upstream panto-
graph head was higher than that of the “cutoff,” and lift force of the 
downstream pantograph head also significantly decreased. As a re-
sult, the total lift force was reduced by 50.7% compared to the “base 
case,” and its effect of suppressing the increase in lift force was 
more prominent than that of the “cutoff.” Additionally, in the “com-
bined type” that has the features of both the “cutoff ” and “slits,” the 
lift force of the upstream pantograph head was further reduced than 
that of the “slits,” and the total lift force reduction rate reached 
60.8%, which was the largest effect obtained. Here, in the “slits” 
case, the reduction rate of the upward (ζ direction) projected area of 
the pantograph head due to the slits was approximately 18%, but the 
reduction rate in the total lift force of the pantograph head was 
50.7%, which was greater than the reduction in the pressure-receiv-
ing area of the pantograph head. This suggests that the reduction in 
the lift force due to the slits was not only due to a decrease in the 
pressure-receiving area but also due to a change in the flow field.

3.3.2 Comparison of flow fields

Figure 11 shows the flow within the η cross-section of three 
shapes. Compared to the “base case” in Fig. 9, the “cutoff ” expands 
the flow path between the lower surface of the upstream pantograph 
head and the support shaft, which alleviates the pressure rise on the 
lower surface and also creates a low-pressure area in the wake of the 
cylindrical shaft of the spring suspension, which contributes to a 
reduction in the lift force. Additionally, the steady vortex on the 
upper surface is weakened due to changes in the flow of the lower 
surface, thereby weakening the negative pressure. The lift force of 
the upstream pantograph head is thought to have decreased due to 
this change in the flow on the upper and lower surfaces. In the “slits” 
case, the vortex on the upper surface of the upstream pantograph 
head disappeared due to the flow passing through the slits that pen-
etrates the pantograph head vertically, and the region of strong 
negative pressure disappeared (see Fig. 12 for details). Here, the 

Fig. 8 Flow within cross-section (crosswind absent)

Fig. 9 Flow within cross-section (crosswind present)

Fig. 10 Change in pantograph head lift force

QR of RTRI, Vol. 65, No. 4, Nov. 2024282



low-pressure area behind the shaft of the spring suspension due to 
the cutoff and the disappearance of the negative pressure on the up-
per surface due to the slits are different fluid phenomena, and both 
effects are simultaneously obtained in the “combined type,” which 
is thought to have maximized the effect of suppressing the increase 
in pantograph head lift force.

Figure 12 shows the time-averaged flow field of the “slits” 
around the pantograph head. Compared to the “base case” in Fig. 7, 
the slits had streamlines that can be seen passing from the lower 
surface to the upper surface. The flow passing through these slits 
interferes with the stational vortex with negative pressure on the 
upper surface, and the stational vortex almost disappears, weaken-
ing the negative pressure on the upper surface of the pantograph 
head. This flow interference is also seen at the slits near both ends of 
the pantograph head in the span direction, and the stational vortex 
on the top of the pantograph head seen in the “base case” are weak-
ened throughout. This is thought to be the main fluid phenomenon 
that caused the lift force to decrease significantly with the “slits.”

3.4  Examination of simulation results from wind tunnel experi-
ment

We carried out an experiment on the results of the numerical 
simulation when changing the pantograph head shape discussed in 
the previous section. In the “slits” case, the shapes of the simulation 
model and the experimental model were the same, and the total lift 
forces were in good agreement between simulation and experiment 

(see reference 5 for details of the experiment). Additionally, in the 
“cutoff” case and the “combined type,” there were differences in the 
shape of the simulation model and the experimental model but it 
was confirmed that the same lift force could be obtained with similar 
shapes [5]. Therefore, the simulation results properly reproduce the 
fluctuation in pantograph head lift force and demonstrate the useful-
ness of what was examined in this study.

4. Summary

In this study, we carried out a numerical analysis using LES on 
a pantograph for conventional rail vehicles running in a crosswind 
environment, where we clarified the factors that increase the panto-
graph head lift force due to crosswinds and evaluated the effect of 
suppressing increase in lift force when changing the pantograph 
head shape. The findings obtained from this study are summarized 
below.
(1)  In a crosswind environment, the lift force of the upstream panto-

graph head is approximately 3/4 of the total lift force of both 
upstream and downstream pantograph heads.

(2)  The lift force of the pantograph head in a crosswind environment 
is increased due to the vortex with negative pressure on the top 
surface of the pantograph head and the pressure increase due to 
the flow impinging on the lower surface. The vortex on the upper 
surface is generated when the flow separated at the leading edge 
of the pantograph head gets caught back on the upper surface of 
the pantograph head. This creates an area of strong negative 
pressure in the vicinity and contributes to an increase in lift 
force. For the flow on the lower surface, the negative pressure 
associated with the separation and reattachment flow in the ab-
sence of crosswind disappears due to the flow from the bottom 
side, and the pressure increases, which in turn contributes to an 
increase in lift force.

(3)  The pantograph head shape was changed, and the effect of sup-
pressing the increase in lift force was investigated. All the 
changes made to the basic pantograph head, namely, adding a 
cutoff, making slits and combining the two, reduced the lift 
force. The reductions in lift force were 18.5%, 50.7%, and 
60.8%, respectively.

Fig. 12  Flow in upper surface of the pantograph head 
(slits)

Fig. 11 Flow within cross-section of three shapes
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(4)  In the “cutoff” case, the flow path is extended from the lower 
surface of the pantograph head on the upstream side to the upper 
surface of the pantograph head on the downstream side, which 
creates negative pressure on the lower surface and weakens the 
vortices associated with the negative pressure on the upper sur-
face, thereby achieving the reduction effect in lift force. In the 
“slits” case, the reduction in the pressure-receiving area due to 
the slits as well as the interference of the flow that passes 
through the slits with the vortices on the top of the pantograph 
head weaken the negative pressure and achieve a high lift force 
reduction effect. The fluid phenomena of the two shapes are dif-
ferent, so the highest effect of suppressing the increase in lift 
force is achieved by combining both shapes.
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Study on Parameter Setting for Deformation Characteristics in a Dynamic Ground  
Response Analysis
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In this paper, setting and testing methods for deformation characteristics of soils for a dynamic ground 
response analysis were studied. First, we proposed a parameter setting method using an optimization 
technique and it was confirmed that the proposed method could be used to set the parameters more 
accurately than three designers with different experience. Second, deformation characteristics tests with 
some cyclic numbers were carried out. The result showed that a slight difference in cyclic numbers causes 
quite large differences in the shear stiffness in large strain levels. In addition, a series of ground response 
analyses was carried out using the above-mentioned parameter-setting method with some test results. The 
results showed that differences in the number of cycles at each strain level may affect the results of the 
dynamic ground response analysis. Moreover, it was also confirmed that by using the shear stiffness obtained 
from monotonic loading test results we can accurately evaluate the dynamic response of the surface ground 
observed in the hybrid dynamic ground response analysis and simulate real soil behavior.

Key words: dynamic ground response analysis, GHE-S model, deformation characteristic parameter

1. Introduction

A dynamic ground response analysis is used in practice as a 
recommended method for seismic design of Japanese Railway 
structures [1], to whose analysis the GHE-S model [2] which can 
precisely reproduce deformation characteristics of soils from small 
to large shear strain level is applied. As the parameters for the 
GHE-S model are usually set to fit deformation characteristics ob-
tained from laboratory tests by a designer, accuracy of the analysis 
greatly depends on how to set the parameters and how to obtain the 
deformation characteristics. In this paper, therefore, setting and 
testing methods for deformation characteristics of soils for a dynam-
ic ground response analysis were studied.

First, we examined parameter setting for deformation charac-
teristics (Chapter 2). The parameters of the GHE-S model are usual-
ly determined by trial and error to fit the deformation characteristics. 
To save labor and improve accuracy of parameter settings, we pro-
posed a parameter setting method using an optimization technique. 
To verify the effectiveness of the proposed method, deformation 
characteristics parameters were identified by the proposed method 
for several soils, and it was compared with the identification results 
by three designers with different experience.

Second, testing methods for deformation characteristics were 
studied (Chapter 3). To determine the shear stiffness-shear strain 
relationship of soils, cyclic shear tests are usually carried out to ob-
tain the shear stiffness of shear stress and strain relationships ob-
served in seconds by changing shear strain levels. Although the 
Japanese Geotechnical Society recommends that cyclic shear be re-
peated 11 times and the cyclic shear stiffness be calculated at the 
10th cycle (Japanese Geotechnical Society, 2020), it is well-known 
that the number of cycles greatly influences the shear stiffness-shear 
strain relationship. Therefore, to clarify the effect of the number of 
cycles, deformation characteristics tests with some cyclic numbers 

were carried out. In addition, to verify the effect of differences of the 
number of cycles on a dynamic ground response analysis, a series of 
ground response analyses was carried out by using some test results 
with the different number of cycles.

In this study, the GHE-S model was used as the soil constitutive 
law.

2. Study on parameter setting

In this section, the GHE-S model is described first. The pro-
posed optimization method and the results of the validation calcula-
tions are described next.

2.1 GHE-S model

Increased shear strain due to undrained cyclic loading during 
large earthquake results in the stress-strain (τ‐γ) relationship chang-
ing from a spindle-shape to an inverted S-shape when the shear 
strain exceeds 1%, and the hysteretic damping changing from a 
monotonic increase to a decrease. The GHE-S model has been pro-
posed as a nonlinear model that can express this behavior [2]. The 
GHE-S model uses the general hyperbolic equation (GHE) model 
[3] for the skeleton curve, which is improved by changing the Mas-
ing’s similitude rule that is used for the hysteresis law according to 
the shear strain to make the hysteresis curve into an inverted 
S-shape and allowing for the expression of the decrease in hysteretic 
damping.

The GHE-S skeleton curve model is shown in the following (1) 
and (2):

 (1a)
= 1

1( ) +
2( )
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 (1c)

 (2)

where x = γ ⁄ γr is the normalized strain, y = τ ⁄ τf is the normal-
ized shear stress, γr is the reference strain, and τf is the shear 
strength. Figure 1 shows the relationship between the deformation 
characteristic test results on the G ⁄ G0～τ ⁄ τf axis and the GHE-S 
model parameters. As shown in (1) and (2), in the GHE-S model, a 
total of eight parameters need to be set: the six parameters Ci (0), Ci 
(1) and Ci (∞) (i = 1,2) for the skeleton curve, and the two parame-
ters of hmax and κ for the hysteretic damping. As shown in Fig. 1, C1 
(0) and C2 (∞) are 1.0, so six parameters need to be set.

2.2 Optimization method

2.2.1 Overview of optimization method

We used the optimization method to estimate the parameters for 
the skeleton curve of the GHE-S model that fit the deformation 
characteristic test data. We used the optimization program SolvOpt 
[4] for estimation. SolvOpt is based on the iterative Shor’s algo-
rithm, and it supports both constrained and unconstrained nonlinear 
optimization problems. The unknown variable m to be obtained by 
the optimization method in this paper is the following six GHE-S 
parameters mentioned above:

 (3)

2.2.2 Setting constraint conditions (upper and lower limits)

The constraint conditions shown in (4) were imposed between 
each parameter based on the relationships in Fig. 1 to exclude phys-

ically meaningless solutions in parameter identification:

 (4)

Additionally, we referenced previous results to set the follow-
ing upper and lower limits of the search range for the hysteretic 
damping parameter hmax. For κ, only the lower limit was set; the up-
per limit was not set because the effect on the analysis results was 
small.

 (5)

2.2.3 Setting objective function (residual) and its characteristics

The objective function was set as the sum of the squares of the 
residuals of the GHE-S model and deformation characteristic test, as 
shown in (6):

 (6a)

 (6b)

where E1, E2, E3, and E4 correspond to the residuals of the 
τ ⁄ τf‐γ ⁄ γr, G ⁄ G0‐τ ⁄ τf, G ⁄ G0‐γ ⁄ γr, and h‐γ ⁄ γr relationships, respec-
tively (Fig. 2). The subscripts “cal.” and “test” are the values calcu-
lated from the GHE-S model and the values obtained from the de-
formation characteristic test, respectively. Nc is number of element 
test data. The data after the hysteretic damping h decreased were 
excluded from the fitting calculation (Fig. 2d).

E1 has a small shear stress until the normalized shear strain x 
exceeds approximately 10−1, so the residual (difference between 
deformation characteristic test value and calculated value) is ac-
cordingly small, but when the normalized shear strain x exceeds 
10−1, then the normalized shear stress y sharply increases. Therefore, 
if the parameter were inadequate, the residual in the large strain re-
gion of 10−1 < x became significant. It can be said from this that E1 is 
a residual assessment equation that emphasizes the large strain re-
gion.

Additionally, E3 is an equation that assesses the residual of 
shear stiffness (G ⁄ G0 = y / x), and the stiffness decreases sharply as 
the strain increases. Even if the parameter were inadequate, E3 
would be assessed as a small residual in the large strain region. As a 
result, the influence of E3 in (6a) would decrease. It can be said from 
this that E3 is a residual assessment equation that emphasizes the 
small strain region.

Meanwhile, E2 has the relationship E2 = E1 + E3 from (6b), and 
when y / x takes a value close to 0 in the large strain region, then y 
takes a value close to 1, and conversely, when y / x takes a value 

1( ) = 1(0) + 1(∞)
2

+ 1(0) − 1(∞)
2

cos ⁄ + 1

2( ) = 2(0) + 2(∞)
2

+ 2(0) − 2(∞)
2

cos ⁄ + 1
=

cos−1 2 1(1) − 1(0) − 1(∞)
1(0) − 1(∞)

− 1

=
cos−1 2 2(1) − 2(0) − 2(∞)

2(0) − 2(∞)

− 1

ℎ = ℎmax (1 − / 0)

= ( 1(∞), 1(1), 2(0), 2(1), ℎmax , )

0 < 1(∞) < 1(1) < 1(0) = 1
0 < 2(0) < 2(1) < 2(∞) = 1

0.1 < ℎmax < 0.5
> 0

( ) = 1( ) + 2( ) + 3( ) + 4( )

1( ) = ( ) . − ⁄
2

=1

2( ) = ( ) . − ⁄
2

=1

+ / ( ) . − ( 0⁄ ) 2

=1

3( ) = / ( ) . − ( 0⁄ ) 2

=1

4( ) = ℎ( ) . − ℎ 2

=1

Fig. 1 Overview of GHE-S model parameters
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close to 1 in the small strain region, then y takes a value close to 0. 
It can be said from this that E2 is a residual assessment equation that 
can simultaneously assess the impact of parameters in both the small 
and large strain regions.

2.2.4 Optimization problem setting

The optimization problem for fitting the GHE-S model in this 
paper, including the constraints of (4) and (5) and the objective 
function of (6), is defined as follows:

 (7)

where P incorporates the constraint conditions (upper and low-
er limits of parameters) of (4) and (5) as a penalty function, r is the 
penalty factor and set to r = 2n, and n is the number of unknowns in 
this optimization problem (n = 6).

The optimization calculation starts from the initial value x0, and 
iterative calculations are conducted to obtain GHE-S parameters 
((3)) that minimize (7). The GHE-S standard parameters [1] were set 
for the initial value x0 of the optimization calculation.

2.3 Estimation of GHE-S parameters

The deformation characteristic test data used in this examina-
tion were obtained by applying the test method proposed by some of 
the authors (henceforth referred to as the ‘RTRI method’ [5] to Toy-
oura sand, silica sand No. 6, and silica sand No. 8, each with relative 
densities Dr=60 and 80% (list of soil samples used for fitting is 
shown in Table 1). Fitting of the deformation characteristic test data 
was conducted by three analysts with different analytical experience 
or by the optimization method described in 2.2. The reference strain 
γr was calculated using the relational expression shown in (8):

 (8)

Figure 3 shows the fitting results (For reasons of space limita-
tion, only the results for sample No. 1 are shown.). The features of 

the fitting results for each relationship are described below.
a) 

No differences between each analyst and the optimization 
method can be seen in the small strain region (normalized shear 
strain x < 2.0), but a difference can be seen in each in the large strain 
region of x > 2.0.
b) 

This relationship is thought to be affected by τ ⁄ τf‐γ ⁄ γr and 
G ⁄ G0‐γ ⁄ γr, and as described later, the G ⁄ G0‐γ ⁄ γr relationship is al-
most the same regardless of the analyst, so the residual of each fit-
ting is determined by the residual of the τ ⁄ τf‐γ ⁄ γr relationship (E1). 
However, the residual is relatively small compared to that from the 
τ‐γ relationship (E1).
c) 

Almost identical fitting results were obtained for the soil sam-
ples as a whole, with no differences between each analyst and the 
optimization method.
d) 

There were differences, because the beginner analysts had con-
ducted fitting including the point where the damping decreased, but 

min{ ( ) + ∙ max[0, max( )] }

= ′ ∙ tan ′
= 0⁄

τ / τf - γ / γr  relationship (E1 )

G /G0 - τ / τf  relationship (E2 )

G /G0 - γ / γr  relationship (E3 )

h - γ / γr  relationship (E4 )

Table 1 List of soil samples used for fitting

Fig. 3 Fitting result (Toyoura sand Dr60%)

Fig. 2  Schematic diagram of the residual of the objec-
tive function of the optimization method for skel-
eton curves and hysteretic damping curve
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the other analysts obtained results similar to the fitting results ob-
tained by the optimization method.

Figure 4 show a comparison of the residuals with the deforma-
tion characteristic test values calculated based on (6) using the 
GHE-S parameters obtained by each analyst and optimization meth-
od. The optimization method had smaller residuals than each ana-
lyst, regardless of the soil sample. Therefore, it could be said that the 
test data was most appropriately estimated by the optimization 
method.

Meanwhile, it is thought that the estimation results by each 
analyst were generally varied values based on the fitting conditions 
and the comparison with the residual values of the optimization 
method. Therefore, it is thought that the parameters could be esti-
mated with sufficient accuracy even by conventional trial-and-error 
fitting. In this study, all analysts were able to fit all the samples rel-
atively easily and accurately, so no significant differences were ob-
served between analysts. Meanwhile, there is a possibility of a large 
variation in parameters among analysts when analyzing deforma-
tion characteristic test data where fitting was difficult. In such cases, 
it is thought that appropriate and objective parameters could be esti-
mated in a short period of time without human error by applying the 
residual-based optimization method that is proposed in this paper.

3. Study on testing method

3.1 Overview of examination

In this study, we compared the results of dynamic ground re-
sponse analysis with the results of the hybrid ground response test 
[5] (henceforth referred to as “hybrid test”) to verify the accuracy of 
the deformation characteristic test. In the hybrid test, the input dis-
placement to the target layer is calculated in dynamic ground re-
sponse analysis, and the displacement is directly applied to the soil 
specimen in the soil testing machine to calculate stresses of the tar-
get layer, which are then fed back to dynamic ground response 
analysis. By repeating this process, precise evaluation of seismic 
ground response can be performed. Figure 5 shows the target 

ground structure and input seismic motion. We set the target layer 
consisting of Toyoura sand (relative density Dr=60%) at a depth of 
4−6 m. For the dynamic ground response analysis, we set the 
GHE-S parameters of the target layer from the deformation charac-
teristic test results. For the other layers, standard parameters de-
scribed in the seismic standard [1] were used. Rayleigh damping 
was used for the damping, which was set based on the natural period 
of the ground (α = 1.019, β = 0.002) with reference to Fukushima 
and Midorikawa [6]. A cohesive boundary that was equivalent to 
ρ = 2.0 g/cm3, Vs = 400 m/s was set on the bedrock, and the seismic 
standard L2 seismic motion (spectrum II, G1 ground) [1] was input.

3.2 Deformation characteristic test

For the deformation characteristic test for setting the GHE-S 
parameters, two types of cyclic loading tests (RTRI type [5], JGS 
type [3]) and an undrained monotonic loading test were conducted 
for Toyoura sand (Dr=60%) using a hollow torsional shear tester. 
Table 2 shows an overview of the cyclic loading test method. The 
main difference between the RTRI method and the JGS method is 
the number of cyclic loads for each stage, with the JGS method 
conducting 11 cycles and calculating the deformation characteristics 
on the 10th cycle, whereas the RTRI method involves repeating 
once each. Drainage is conducted between each stage in the JGS 
method, but this is not done with the RTRI method. In addition to 
these two types of test methods, the deformation characteristic test 
results of the RTRI method were used up to the intermediate strain 

Fig. 4 Comparison of residual

Fig. 5 Layer configuration and input seismic motion

Table 2 Outline of cyclic loading test
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region, and the method using the monotonic loading test results in 
the large strain region (roughly γ > 0.05−0.1%) was also examined. 
In this case, the test results for the RTRI method were used for the 
hysteretic damping h. Based on the above, the parameters were set 
and the seismic response analysis of the ground was conducted us-
ing the following three methods: (1) RTRI-1 (RTRI-type cyclic 
loading test only), (2) RTRI-2 (RTRI-type cyclic loading test + 
undrained monotonic loading test), and (3) JGS (JGS-type deforma-
tion characteristic test). Table 3 shows the set GHE-S parameters, 
and Fig. 6 shows the relationships for the test results and fitting re-
sults.

3.3 Analysis results and comparison with hybrid test results

Regarding the analysis results conducted using each parameter 
and the hybrid test results, the τ‐γ relationship for the target layer is 
shown in Fig. 7, and the acceleration, displacement, shear stress, 
and shear strain maximum response depth distributions are shown in 
Fig. 8. For the τ‐γ relationship, RTRI-1 and JGS showed excessive 
strain compared to the hybrid test results, and the stress level also 
tended to be small. Additionally, the shape was very distorted, and it 

is thought that the application limit of the model was reached. The 
reason for this was that the stiffness was calculated to be excessive-
ly low due to increase in excess pore water pressure by repeated 
shear events, and this was modeled as the strain softening (as can be 
seen in Fig. 6). Meanwhile, in RTRI-2, which combined the mono-
tonic loading test results, the strain level was shown to be similar to 
that of the hybrid test, showing a relatively high reproducibility. 
However, in the τ‐γ relationship, the shear stress increased sharply 
due to cyclic mobility in the large strain region, but the total stress 
analysis used in this examination cannot reproduce the increase in 
effective stress, so the shear stress was underestimated regardless of 
the method.

For the maximum response depth distribution, RTRI-2 showed 
high reproducibility of displacement and shear strain across all lay-
ers. Meanwhile, RTRI-1 and JGS showed poor reproducibility due 
to excessive deformation of the target layer. Additionally, the maxi-
mum response to shear stress for RTRI-1 and JGS was confirmed at 
the spike-shaped portion during unloading. If we assume this to be 
due to modeling limitations and we ignore the spike shape as a re-
sult, then the maximum shear stress of the target layer was in the 
order of RTRI-2 > RTRI-1 > JGS; it was also confirmed that the 

Table 3 GHE-S parameters set from each test

Fig. 6 Deformation characteristic test results and parameter fitting conditions

Fig. 8 Maximum response depth distribution
Fig. 7  Shear stress-shear strain elation-

ship at the target layer
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stress level in the large strain region was underestimated due to the 
increase in the number of cyclic loadings in the deformation charac-
teristic test. Additionally, the acceleration response was underesti-
mated to the same extent in all cases from the target layer to the 
upper layer, and this was thought to be the result of the above-men-
tioned underestimation of the shear stress.

From the above, it can be said that by using the shear stiffness 
obtained from monotonic loading test results we can accurately 
evaluate the dynamic response of the surface ground observed in the 
hybrid dynamic ground response analysis and simulate real soil be-
havior.

4. Conclusions

In this paper, setting and testing methods for deformation char-
acteristics of soils for a dynamic ground response analysis were 
studied. The results obtained are summarized below.
・  We proposed a deformation characteristics parameter-setting 

method using an optimization technique. It was confirmed that 
the proposed method could be used to set the parameters more 
accurately than three designers with different experience.

・  In cyclic shear tests of soil, it was shown that a slight difference 
in cyclic numbers causes quite large differences in the shear 
stiffness in large strain levels. In addition, it was found that 
these differences may affect the results of the dynamic ground 
response analysis.

・  It was confirmed that using the shear stiffness obtained from 
monotonic loading test results it is possible to accurately eval-

uate the dynamic response of the surface ground observed in 
the hybrid dynamic ground response analysis and simulate real 
soil behavior.
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A Study on the Wheel-rail Impact Behavior due to a 
Wheel-flat by Finite Element Analysis
Risa SAITO, Hirotaka SAKAI
(Vol.38, No.8, 1-7, 2024.8)

We simulated the continuous impact force due to a wheel-flat using the 

finite element method to investigate the influence of running velocity and 

positions of the impact force generation on the rail on the mechanism of 

impact force generation. For each position of the impact force generation on 

the rail pad, the peak values of the wheel load are almost identical, confirm-

ing the reproducibility. It was also found that high frequency vibrations are 

generated on the rail when the running velocity is 100 km/h or 130 km/h 

and the vibrations caused the peak value of the wheel load to increase. Fi-

nally, the relationship between the running velocity and the peak value of 

vertical acceleration of the axlebox by the proposed method was compared 

with that obtained from the experiment. Since they were close, we can say 

that the proposed analysis method is reasonable to use.

Wheel/Rail Tangential Contact Force Model for Ana-
lyzing Vehicle Dynamics under Running in Rainy 
Conditions
Daisuke YAMAMOTO
(Vol.38, No.8, 9-15, 2024.8)

This paper describes a wheel/rail tangential contact force model for ana-

lyzing vehicle dynamics under running in rainy conditions. So far, vehicle 

dynamics analyses have been conducted under only dry conditions. In this 

study, the authors investigated and proposed a wheel/rail tangential contact 

force model for analyzing vehicle dynamics under running in rainy condi-

tions. The proposed model combines Kalker’s linear rolling contact theory 

with the relationship between adhesive coefficient and velocity measured in 

running experiments. The validity and generality of the proposed model was 

confirmed by the measurement experiment of tangential contact force using 

a twin-disc rolling machine.

Improving the accuracy of Seismic Ground Motion 
Estimation along Railways by Integrating Observed 
and Estimated Data
Naoyasu IWATA, Misa MORIWAKI, Shunta NODA, Hiro-
toshi MATSUBAYASHI, Shunroku YAMAMOTO
(Vol.38, No.8, 17-24, 2024.8)

In the event of an occurrence of earthquake, railway companies suspend 

trains as soon as possible, considering the seismic intensity. Subsequently, if 

necessary, they inspect railway facilities based on seismic ground motion 

(SGM), which is spatially discrete, observed along the railways. In some 

cases, time required for safety inspections may be considerable depending 

on the circumstances. Estimating spatially continuous SGMs is one of the 

key technologies for reducing inspection time, since the early resumption of 

train operations after earthquakes has become a significant issue recently. 

In this study, we first describe differences in SGM between measured data 

and true data in conventional systems and then propose a method to esti-

mate spatially continuous SGMs by integrating observed data and estimat-

ed data. Furthermore, a case study is presented in which the proposed 

method is employed to estimate SGMs along a virtual railway, assuming 

additional data observed by seismometers along a railway.

FEM Analysis for Construction of Rail Head Trans-
verse Defect Detection System Using Guided Wave
Yuki KONAYA, Mitsuru HOSODA, Ryuichi YAMAMOTO
(Vol.38, No.8, 25-31, 2024.8)

Simulations of ultrasonic wave propagation in cracked rails have been 

carried out to investigate a method of detecting transverse rail head cracks 

using guided waves. The results show that 100~150 kHz input frequencies 

are suitable for detecting rail head cracks, and that the intensity of the first 

few waves in the received signal waves decreases with the degree of crack-

ing. Further investigation shows that transverse cracks greater than 20 mm 

that have grown below horizontal cracks can be detected by checking the 

intensity of the first 3 waves in the received signal waves at the 100 kHz.

Numerical Analysis Method for Seismic Behavior of 
a Train with Consideration of up to Post-derailment 
Period
Keiichi GOTO, Kohei IIDA, Munemasa TOKUNAGA
(Vol.38, No.9, 1-7, 2024.9)

The authors are researching with the aim of establishing a numerical 

analysis method capable of evaluating vehicle behavior up to after the de-

railment of a vehicle during earthquakes. In this paper, as a basic study, we 

propose an analysis method that can represent seismic vehicle behavior 

before and after the derailment of a single stationary vehicle. Then, to con-

sider the coupling of multiple vehicles, the proposed method is also extended 

to include dynamic models of connection elements between vehicles. Fur-

thermore, the influence of the interaction between vehicles on the derail-

ment limit is investigated through trial calculations.

A Control Method of Stationary and On-board Ener-
gy Storage Systems for Use of Renewable Energy
Takeshi KONISHI, Takamitsu OGATA, Tamanosuke OIDE, 
Tatsuhito SAITO
(Vol.38, No.9, 9-15, 2024.9)

The installation of renewable energy is accelerating to achieve the carbon 

neutrality in 2050. This paper proposes a control system for integrating 

charge/discharge of stationary and on-board energy storage systems in the 

DC electrified railway. By simulating the performance of a train operation 

power, we can obtain the effect of the demand response and effective use of 

renewable energy by adopting the control system.

Method for Determining the Degree of Impact on the 
Track due to the Damage of a Submerged Pipe in a 
Railway Embankment
Takashi NAKAYAMA, Yu OHARA, Akihiko MIWA, Takaki 
MATSUMARU
(Vol.38, No.9, 17-22, 2024.9)

When small-diameter pipes buried in railway embankments are dam-

aged, there is concern that the surrounding ground may loosen, leading to a 

decrease in ground reaction forces and track settlement. In this study, we 

calculated the distribution of subgrade reaction coefficients on the roadbed 

surface when a pipe is damaged, and created an impact assessment chart 

that can easily determine the impact on the track based on the depth and 

diameter of the damaged pipe. The validity of the calculation method for the 

distribution of subgrade reaction coefficients has been verified by means of 

model tests and field tests.

Development of Steam Weeding Technique with Ex-
cellent Weed-Controlling Effect and Usability
Hikaru TANIGAWA, Tomoyoshi USHIOGI, Masateru IKE-
HATA, Takahisa NAKAMURA
(Vol.38, No.9, 23-28, 2024.9)

Currently, bush cutters are widely used for weed control along railway 
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tracks. However, this method has some issues. For example, one of issues is 

that weeds regrow quickly after being cut during summer. Therefore, there 

is a need for more effective and efficient weed control methods. To address 

this need, we developed a specialized steam weeding equipment. This equip-

ment consists of an ordinary steam cleaner and newly developed handheld 

nozzles. To verify the effectiveness of the developed equipment, it was tested 

in areas with vigorous weed growth. The test showed that this equipment 

provided effective usability with less labor and time. Furthermore, it was 

also confirmed that large weed regrowth was reduced by 70% after one year 

compared with bush cutter.

Dynamic Response of Steel Girders with Rail Joints 
during Train Passage
Haruyuki KITAGAWA, Munemasa TOKUNAGA, Manabu 
IKEDA
(Vol.38, No.9, 29-36, 2024.9)

The aim of this study is to elucidate the mechanism of the increase in the 

dynamic response of the bridge due to the passage of a train through a rail 

joint. The numerical results showed that the dynamic response due to the 

passage of a rail joint is amplified by the resonance that occurs when the 

excitation frequency with the passage of two wheelsets in a bogie coincides 

with the natural frequency of the bridge. Furthermore, the impact factor for 

rail joint is more sensitive to span than the calculation method of design 

standard and decreases as the bridge span increases.

Validation of Bedrock Motion Estimation Based on 
Time Domain Non-linear Analysis
Kimitoshi SAKAI
(Vol.38, No.9, 37-43, 2024.9)

We confirmed the effectiveness of a proposed method for estimating earth-

quake ground motion from observation waveforms at the ground surface 

based on time domain nonlinear analysis. Specifically, earthquake ground 

motion was estimated using the proposed method for various kinds of earth-

quake motion and ground conditions, and the results were compared with 

those of a conventionally used frequency domain method. The result con-

firmed that the proposed method can estimate more appropriate earth-

quake ground motion in all the cases investigated here. Therefore, the pro-

posed method is an effective method for estimating earthquake ground 

motion, appropriately taking into account the effects of the ground non-lin-

earity.

Allowable Strain Value for Contact Wires Taking 
into Account the Probability of Failure
Takuya OHARA, Chikara YAMASHITA
(Vol.38, No.9, 45-51, 2024.9)

The allowable strain value for all types of contact wire, including the high 

strength contact wires, has been set to 500×10-6 based on the fatigue charac-

teristics of a basic hard-drawn copper. However, as train speeds increase, 

the strain value of contact wires may increase to more than 500×10-6 in the 

future. Therefore, in this paper, the authors propose a method for setting 

allowable strain values for each contact wire taking into account the proba-

bility of failure. This probability is consistent with the margins of the con-

ventional allowable strain value of 500×10-6. In addition, using this method, 

we propose allowable strain values for four types of high strength contact 

wires.

Trial Design of the Bearing Applying the Revised 
Standard for Railway Concrete Structures
Ryo SUZUKI, Shuntaro TODOROKI, Yuki NAKATA, Ken 
WATANABE
(Vol.38, No.9, 53-56, 2024.9)

Based on previous research, the formulas and values in the Design Stan-

dard and Commentary for Railway Structures (Concrete Structures) have 

been revised. In this report, we compare bearing designed based on the re-

vised standard (published in 2023) with those designed based on the current 

standard (published in 2004). Consequently, this comparison reveals the 

influence of the updating formulas on the strength of the embedded part of 

stopper at girder and of the revision of the design value on concrete shrink-

age and creep, durability, etc.

Numerical Analysis on Mechanism of Aerodynamic 
Noise Reduction in Bogie Area by Rounding Corners 
of Bogie Cavity
Tatsuya TONAI, Toki UDA
(Vol.38, No.10, 1-6, 2024.10)

Aerodynamic noise radiated from running high-speed trains is attracting 

attention from the environmental point of view. Bogie areas are known to be 

the main sources of the aerodynamic noise. Rounding the four corners of the 

bogie cavity has been proposed as a measure to reduce bogie aerodynamic 

noise, and wind tunnel tests have confirmed its effectiveness. However, de-

tailed flow fields around bogie area have not been identified and the mecha-

nism of noise reduction by such measures remains unclear. In this study, 

numerical analyses on the flow field near the bogie area were conducted to 

investigate the changes in the flow field caused by the proposed measure 

and to discuss the reduction mechanism.

Development of Prototype Current Monitoring Sys-
tem for Detecting High-resistance Earth Faults in 
DC Traction Power Supply Systems
Masataka AKAGI, Minoru KONDO, Kenta IMAMURA, 
Yusuke KAWAMURA, Satoko RYUO
(Vol.38, No.10, 7-14, 2024.10)

In DC 1.5 kV traction power supply systems for electrified railway, it is 

difficult to detect high-resistance earth faults using only electrical measure-

ments installed in traction substations. On the other hand, utilizing the 

current data of both substations and vehicles, methods for detecting fault 

based on Kirchhoff ’s law have been proposed for the past 30 years. The re-

cent rapid progress in the fields of telecommunication technology leads to 

increasing the possibility of realizing this method. Therefore, we have devel-

oped a prototype of current monitoring system for traction power supply 

systems which can distinguish the fault current with about 100 amperes by 

combining this method with telecommunication technology.

Aerodynamic Noise Reduction of Pantograph Head 
Support by Applying Flow Bypass Technique
Takeshi MITSUMOJI, Yuki AMANO, Mariko AKUTSU, 
Kyohei NAGAO, Isamu MAKARA, Yusuke WAKABAYASHI
(Vol.38, No.10, 15-21, 2024.10)

Reduction of aerodynamic noise emitted by a pantograph is an important 

challenge to reduce environmental impact and increase the speed of high-

speed trains. In previous studies, a method for reducing aerodynamic noise 

has been proposed by applying porous material to pantograph head support 

covers. In this study, a new practical method is proposed to achieve the same 

aerodynamic noise reduction effect as using porous material. On the basis of 

a wind tunnel test result, it is clarified that the new method can reduce 

aerodynamic noise to almost the same extent as using porous material.

Transition Mechanism between Adhesive Wear Mode 
and Seizure Wear Mode of Current Collecting Mate-
rials
Koki NEMOTO, Chikara YAMASHITA
(Vol.38, No.10, 23-30, 2024.10)

In electric railways, measures to reduce wear of current collecting materi-

als such as contact wires and contact strips are required to reduce the 
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maintenance costs of current collecting materials based on the wear mecha-

nisms. The authors have so far clarified that there are four mechanical wear 

modes of current collecting materials. However, the transition mechanism 

between adhesive wear mode and seizure wear mode has not been ex-

plained. In this paper, in order to elucidate the mechanism, the authors de-

veloped a model for analyzing contact temperatures considering the number 

of contacts. Using the developed model, the number of contacts was estimat-

ed by comparing analytical and experimental results. It shows that the 

number of contacts of seizure was less than that of adhesive wear. It was 

also clear that the transition to seizure occurs when the surface pressure 

exceeds the hardness of the material.

Information Provision Conditions Based on the Sur-
vey of the Usefulness of Guidance on the Train Con-
gestion during Train Traffic Disruption
Daisuke TATSUI, Shunichi TANAKA, Taketoshi KUNI-
MATSU, Yoko TAKEUCHI
(Vol.38, No.10, 31-37, 2024.10)

Passengers’ interests in train congestion have been growing up. In our 

previous research, we confirmed that passengers tend to be interested in 

both highly congested trains and low congested trains during train traffic 

disruptions. Therefore, we conducted a Web-based survey to understand the 

usefulness of providing information on the predicted train congestion. As a 

result of the survey, we obtained conditions for providing information 

during train traffic disruptions. In this paper, we describe an overview of the 

Web questionnaire, the results of the analysis, and the method of setting 

conditions for providing information that passengers are highly interested 

in, during traffic disruptions.

Trial Design of the Girder Applying the Revised 
Standard for Railway Concrete Structures
Ryo SUZUKI, Mami NAKAMURA, Munemasa TOKUNA-
GA, Ken WATANABE
(Vol.38, No.10, 39-42, 2024.10)

Based on previous research, the formulas and values in the Design Stan-

dard and Commentary for Railway Structures (Concrete Structures) have 

been revised. In this report, we compare RC/PC/PRC girders designed ac-

cording to the revised standard (published in 2023) with those designed ac-

cording to the current standard (published in 2004). Consequently, this 

comparison shows the influence of the updating formulas for the shear 

strength of RC/PC/PRC members and the revision of the design value for 

concrete shrinkage and creep, durability, etc. on the design aspects.
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Error Table 2 Material composition of proposed components

Correct Table 2 Material composition of proposed components
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ERRATA

Vol.65, No.1 (Feb. 2024)
Paper title: Development and Performance Evaluation of Rail Fastening System Using Non-metallic Materials for Main Members
Page: 50 
Table 2: In the item for the right-most column, the second from the bottom, “Carbon (chopped)” should be changed to “Glass 
(chopped).”
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